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Abstract We generalize a result of V. Abramov onq-differential graded algebras
and show in explicit terms its relation toN-complexes.

1 Introduction

We begin by summarizing Abramov’s result and ours for easy comparison.

1.1 Abramov’s main result

In Abramov’s setting (see [1]) we have aZ-graded associativeC-algebraD =
⊕

n∈Z Dn with unity. Fundamental to his paper is the (graded)q-commutator,q∈ C,
defined by

〈a,b〉q := ab−qdeg(a)deg(b)ba, for a∈ Ddeg(a), and b∈ Ddeg(b),

and where deg(·) is the graded degree-function. Notice that this is undefinedfor
non-homogenous elements and that this definition uses more than the fact thatZ is
a group: it uses the fact thatZ is a ring!

It is easy to see that
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〈a,bc〉q = 〈a,b〉qc+qdeg(a)deg(b)b〈a,c〉q,

that is, the mapping da(b) := 〈x, ·〉q(b) = 〈a,b〉q is a q-differential onD. There is
however one thing that should be stressed: da is only linear on homogeneous com-
ponents! This is due to the involvement of the factorqdeg(a)deg(b) and the fact that
deg(·) is not linear.

Abramov’s main result can now be formulated as

Theorem 1 (Abramov [1]). Suppose D=
⊕

n∈Z Dn and that N≥ 2 is given such
that q is a primitive Nth-root of unity. Assume further that a∈ D1 and that aN =
u1D ∈ D0, for u∈ C. ThendN

a (b) = 0 for all b ∈ A.

1.2 Our main result

Let k be a commutative, associative ring with unity andA an associativek-algebra
with unity. Furthermore, letG be a subset ofA and formk[G], thek-algebra generated
by G. Take a multiplicative mapσ with domainG, and if not already linear, extend
it k-linearly onk[G] by σ(rg + r ′g′) := rσ(g) + r ′σ(g′). We assume thatσ(g) =
φ(a,g)g for a fixeda∈ A and a mapφ : {a}×G→ Z(A), where Z(A) is the center
of A.

Put∆(b) := [a, ·〉(b) = [a,b〉 = ab−σ(b)a, for b∈ k[G]. This is aσ -derivation
on k[G]. Compare this with Abramov’sq-differential da = 〈a, ·〉q. Assume also that
aN ∈ Z(A) for someN ≥ 2.

Theorem 2. If a ∈ k[G] andφ(a,a) is a primitive Nth-root of unity andφ(a,b)N = 1
for all b ∈ k[G], then∆N(b) = 0 for all b ∈ k[G].

1.3 Comparison

First notice that ifG is a generating set ofA overk thenk[G] = A. This is also true
if A is Z-graded (for instance) andG = ∪n∈ZAn, the set of homogenous elements of
A, since anya∈ A is a finite sum of homogenous elements.

In our approach we avoid the grading but we retain Abramov’s result in the
graded case. To see this assume that our algebraA is Z-graded and thatk = C. By
the above argumentA = k[G] whereG is the subset ofA of homogeneous elements.
For example, the mapσ can now be defined asσ(g) = φ(a,g)g = qdeg(a)deg(g)g =
qdeg(g)g where we havea ∈ A1 andφ(a,g) = qdeg(a)deg(g). Obviously this map is
only linear on each homogeneous component and so has to be explicitly extended.
From this we see thatφ(a,a) = q andφ(a,b) = qdeg(b), for b∈ G. Assuming further
thataN = u1 we are exactly in Abramov’s case.
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2 Set-up

Let A be ak-algebra andN anA-bimodule. Amodule derivation on Ais ak-linear
mapD : A→ N satisfyingD(ab) = D(a)b+ aD(b) for a,b∈ A. Furthermore, let
Γ andM be left A-modules (in particulark-modules). ThenΓ is said to act onM
if there is ak-linear mapµ : Γ ⊗k M → M. We writeγ.x for µ(γ ⊗k x). A general
derivationon (A,Γ ,M) is a quadruple(σ ,τ,∆ ,D) [4] where

• σ ,∆ : Γ → Γ , and
• τ,D : M → M

are allk-linear maps such that

D(γ.x) = ∆(γ).τ(x)+ σ(γ).D(x). (1)

Definition 1. If Γ = M = A andD = ∆ , then a general derivation(σ ,τ,∆ ,D) is said
to be a(σ ,τ)-derivationonA and whenτ = idM it is usually called aσ -derivation.
Here we simply write this as∆ .

Assume thatA is ak-algebra equipped with ak-endomorphismσ . Define the oper-
ator[a, ·〉 : A→ A, for eacha∈ A, by:

∆(b) := [a, ·〉(b) := ab−σ(b)a, (2)

i.e.,∆ := [a, ·〉. Clearly∆ is k-linear sinceσ is. It is easy to see that

[a,bc〉 = [a,b〉c+ σ(b)[a,c〉.

In other words,[a, ·〉 is aσ -twisted derivation for eacha∈ A and algebra endomor-
phismσ . In fact,[a, ·〉 is calledσ -inner in analogy with the classical caseσ = idA.

From now on we fixa∈ k[G] and assume thatσ given byσ(b) := φ(a,b)b is a
k-algebra morphism onk[G] with φ : {a}×k[G]→ Z(k[G]). Forb,c∈ k[G] we have

0 = σa(bc)−σa(b)σa(c) = (φ(a,bc)−φ(a,b)φ(a,c))bc

and so ifbc is not a (right) zero divisorφ(a,bc) = φ(a,b)φ(a,c).
We introduce the notationφ (ℓ)(a,b) := φ(a,φ(a, . . . ,φ(a,b))) (ℓ appearances of

φ ). For instance,φ (3)(a,b) = φ(a,φ(a,φ(a,b))). Also, it is convenient to interpret
φ (0)(a,b) asb.

Lemma 1. The following identities hold for b∈ k[G]:

(i) σa(φ (ℓ)(a,b)) = φ (ℓ+1)(a,b)φ (ℓ)(a,b),

(ii) σ ℓ
a(b) = ∏ℓ

j=0 φ (ℓ− j)(a,b)(
ℓ
j).

Proof. Identity (i) follows immediately from definition. The second one is proved
by induction where the caseℓ = 1 is σ1

a (b) = σa(b) = φ(a,b)b which is (ii) for
ℓ = 1. Assume now that (ii) holds forℓ. Then
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σ ℓ+1
a (b) = σa(σ ℓ

a(b)) = σa(∏ℓ
j=0 φ (ℓ− j)(a,b)(

ℓ
j)) = ∏ℓ

j=0 σa(φ (ℓ− j)(a,b))(
ℓ
j) =

= ∏ℓ
j=0 φ (ℓ+1− j)(a,b)(

ℓ
j)φ (ℓ− j)(a,b)(

ℓ
j) = ∏ℓ+1

j=0φ (ℓ+1− j)(a,b)(
ℓ+1

j ),

where we have used identity (i) and after re-arranging the product, the Pascal iden-
tity

(

ℓ
j

)

+
(

ℓ
j+1

)

=
(

ℓ+1
j+1

)

. (Notice that we used thatφ (i)(a,b) ∈ Z(A) and thatσa is
multiplicative.) ⊓⊔

Lemma 2. For a∈ k[G] we haveφ(a,a)∆ ◦σ = σ ◦∆ .

Proof. This follows from the following simple computation:

σ ◦∆(b) = σ(ab−σ(b)a) = σ(a)σ(b)−σ(σ(b))σ(a) =

= φ(a,a)aσ(b)−σ(σ(b))φ(a,a)a = φ(a,a)(aσ(b)−σ(σ(b))a) =

= φ(a,a)∆ ◦σ(b).

This completes the proof.⊓⊔

Compare this with [2] wherein we have the reversed order, i.e., ∆ ◦σ = δσ ◦∆ , for
δ ∈ A (in [2] A was supposed to be commutative as well). In fact, adopting the order
from the above Lemma in [2] leads to same result and so we have aconnection to
the theory developed in [2].

2.1 Main result

Assume thatk is an integral domain and letΣ denote the maximal subalgebra of
Z(k[G]) such thatσa|Σ = idA and such thatΣ is an integral domain as well. From
now on (unless stated otherwise) we supposeφ : {a}×k[G]→ Σ . This implies that
if s∈ Σ thenφ(a,s) = 1 since, on the one hand,σa(s) = s, and on the other,σa(s) =
φ(a,s)s. Also, by constructionσa satisfiesσa(sb) = sσa(b) for s∈ Σ . This is all
sufficient to have∆(σa(b)) = ∆(φ(a,b)b) = φ(a,b)∆(b), for instance. In general
∆(sb) = s∆(b) for s∈ Σ .

Let a,b∈ k[G] and putεa := φ(a,a) andεb := φ(a,b). Formally, forq∈ Σ∗ :=
Σ \ {0}, we denote by{n}q ∈ Σ the polynomial1+ q+ q2 + · · ·+ qn−1 for n ∈
N+ := N∪{0}, defining{0}q := 0. Note that we do not exclude the possibility of
{ℓ}q = 1+q+q2+ · · ·+qℓ−1 being zero for someℓ ∈ N+. Define the ”q-binomial
coefficient” as the (unique) solution to the ”q-Pascal recurrence relation”:

(

n+1
j +1

)

q
= qn− j

(

n
j

)

q
+

(

n
j +1

)

q
(3)

or 0 either if j + 1 < 0 or j + 1 > n+ 1 and 1 if j + 1 = 0 or j + 1 = n+ 1. It can
be proven [3] that

(n
j

)

q
is a polynomial inq for all n and j. Also, in analogy with

the classical case, it can be shown that if neither of the involved products in the

denominator is zero, we have
(n

j

)

q
:= {n}q!

{ j}q!{n− j}q! .
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An elementq∈ Σ∗ is ann-th root of unity if qn = 1 and a primitiven-th root of
unity if qn = 1, and{ℓ}q 6= 0 for ℓ < n. SinceΣ is a domain,q being ann-th root of
unity, i.e.,qn−1 = 0, is equivalent to

(1+q+q2+ · · ·+qn−1)(q−1) = {n}q(q−1) = 0.

So, if q 6= 1, {n}q = 0.

Proposition 1. For a,b∈ k[G] we have

∆ ℓ(b) =
ℓ

∑
j=0

(−1) jε
j( j−1)

2
a ε j

b

(

ℓ

j

)

εa

aℓ− jbaj . (4)

Proof. The Proposition is verified forℓ = 1,2,3 without difficulty. Assume that (4)
is true forℓ. Then

∆ ℓ+1(b) = ∆(∆ ℓ(b)) =
ℓ

∑
j=0

(−1) jε
j( j−1)

2
a ε j

b

(

ℓ

j

)

εa

∆(aℓ− jbaj). (5)

We have

∆(aℓ− jbaj) = [a,aℓ− jbaj〉 = aℓ− j+1baj −σa(a)ℓ− jσa(b)σa(a) ja =

= aℓ− j+1baj − εℓ
aεbaℓ− jbaj+1.

This means that

∆ ℓ+1(b) =
ℓ

∑
j=0

(−1) jε
j( j−1)

2
a ε j

b

(

ℓ

j

)

εa

aℓ− j+1baj +

+
ℓ

∑
j=0

(−1) j+1ε
j( j−1)

2 +ℓ
a ε j+1

b

(

ℓ

j

)

εa

aℓ− jbaj+1.

Write the first sum as

ℓ

∑
j=1

(−1) jε
j( j−1)

2
a ε j

b

(

ℓ

j

)

εa

aℓ− j+1baj +aℓ+1b = S1 +aℓ+1b

and the second as

ℓ−1

∑
j=0

(−1) j+1ε
j( j−1)

2 +ℓ
a ε j+1

b

(

ℓ

j

)

εa

aℓ− jbaj+1+(−1)ℓ+1ε
ℓ(ℓ+1)

2
a εℓ+1

b baℓ+1 =

= S2 +(−1)ℓ+1ε
ℓ(ℓ+1)

2
a εℓ+1

b baℓ+1.

TheS1-term can be written as
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ℓ−1

∑
j=0

(−1) j+1ε
j( j+1)

2
a ε j+1

b

(

ℓ

j +1

)

εa

aℓ− jbaj+1.

AddingS1 andS2 we get:

S1 +S2 =
ℓ−1

∑
j=0

(−1) j+1ε j+1
b

(

ε
j( j+1)

2
a

(

ℓ

j +1

)

εa

+ ε
j( j−1)

2 +ℓ
a

(

ℓ

j

)

εa

)

aℓ− jbaj+1.

Note that j( j−1)
2 = j( j+1)

2 − j so the parentheses becomes

ε
j( j+1)

2
a

(

(

ℓ

j +1

)

εa

+ εℓ− j
a

(

ℓ

j

)

εa

)

.

Using (3) this is the same asε
j( j+1)

2
a

(

ℓ+1
j+1

)

εa
. ThenS1 +S2 add up to

ℓ−1

∑
j=0

(−1) j+1ε
j( j+1)

2
a ε j+1

b

(

ℓ+1
j +1

)

εa

aℓ− jbaj+1 =

=
ℓ

∑
j=1

(−1) jε
j( j−1)

2
a ε j

b

(

ℓ+1
j

)

εa

aℓ+1− jbaj .

Putting everything together yields

aℓ+1b+S1+S2 +(−1)ℓ+1ε
ℓ(ℓ+1)

2
a εℓ+1

b baℓ+1 =

=
ℓ+1

∑
j=0

(−1) jε
j( j−1)

2
a ε j

b

(

ℓ+1
j

)

εa

aℓ+1− jbaj

and the proof is complete.

Supposeεa satisfies{n}εa = 1+ εa + ε2
a + · · ·+ εn−1

a = 0, that is,1 6= εa ∈ Σ ⊆
Z(k[G]) is a primitiven-th root of unity. Then

(n
j

)

εa
= 0 for j 6= 0,n. Hence

∆n(b) = anb+(−1)nε
n(n−1)

2
a εn

bban.

Assuming thatan andb commute (ifan ∈ Z(k[G]), for instance), we get

∆n(b) = (1+(−1)nε
n(n−1)

2
a εn

b)anb.

From this follows that
∆n(b) = (1− εn

b)anb,

if n is odd, and

∆n(b) = (1+(ε
n
2
a )n−1εn

b)anb,
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if n is even. However, sinceεa is a primitiven-th root of unityε
n
2

a = −1 and so both
these cases are the same.

Corollary 1. If, in addition to the above assumptions,εn
b = 1 then∆n(b) = 0, for

all b ∈ k[G].

3 GeneralizedN-complexes and Examples

A generalized N-complex, N ≥ 0, is a sequence of objects{Ci}i∈Z, in an abelian
categoryA together with a sequence of morphisms di ∈ Hom(Ci ,Ci+p) for some
(fixed) p∈ Z and such that

dN := di+(N−1)p◦di+(N−2)p◦ · · · ◦di+p◦di = 0 :Ci →Ci+N p.

The caseN = 0 is interpreted as there being no vanishing condition at allon the dif-
ferential andN = 1 means d= 0. We write a generalizedN-complex as(Cn,dn)

N,p
n∈Z

.
If p = 1 we get the class ofN-complexes and if in additionN = 2 we get the or-
dinary complexes from ordinary homological algebra. Of course we could have de-
fined di ∈ Hom(Ci ,Ci+pi ) for some family ofpi ’s but such a definition would drown
in indices so we refrain from explicitly stating it.

In this paper we are considering only the case whenAMod(k), the abelian cat-
egory of k-(bi-)modules. Also we are mainly concerned with the special case of
graded algebras. As a reminder we recall the case of differential graded algebras.

Example 1.Let D =
⊕

n∈Z Dn be a gradedk-algebra. Then a differential graded
structure onD is a k-linear map d :Dn → Dn+1 such that the graded Leibniz rule,
d(ab) = d(a)b+ (−1)deg(a)ad(b), holds for homogeneousa,b ∈ D. This becomes
an ordinary 2-complex withCn = Dn.

Note that d is actually aσ -derivation onD with σ(an) = (−1)nan, for an ∈ Dn,
extendedk-linearly on G= ∪n∈ZDn, and we haveD = k[G]. In fact, σ is lin-
ear on each graded component andσ(anbm) can be defined (unambiguously) as
(−1)n+manbm, for an ∈ Dn andbm ∈ Dm, henceσ(anbm) = σ(an)σ(bm), so this is
well-defined.

Example 2.Generalizing the above example as follows leads to theq-differential
graded algebras considered by Abramov [1] among many others. Indeed, let as be-
fore D =

⊕

n∈Z Dn and takeq∈ k, with the propertyqN = 1 (usually it is assumed
thatk= C), and let d be ak-linear map onD such that d(ab) = d(a)b+qdeg(a)ad(b).
This is also aσ -derivation onD with σ(an) = qnan for an ∈ Dn extendedk-linearly
from G = ∪n∈ZDn to D = k[G]. Clearly the above example is a special case of this
one whenq is the second root of unityq = −1.



8 Daniel Larsson and Sergei D. Silvestrov

3.1 An elaborated example

Here we assume thatA is thek-algebra of Laurent polynomials overk, i.e., A =
k[t,t−1]. This is aZ-gradedk-algebra1 generated overk by {1,t,t−1} and so we
could either takeG = ∪n∈Zktn = ∪n∈ZAn, the homogeneous elements, orG =
{1,t,t−1} and we would still haveA = k[t,t−1] = k[G]. For simplicity we choose
G = {1,t,t−1}.

The most generalσ on G is one on the formσ(t) = q1ts1 andσ(t−1) = q2ts2

but this choice have to respecttt−1 = t−1t = 1 so if σ is multiplicative we have to
conditionq2 = q−1

1 =: q ands2 = −s1 =: s. We then haveσ(t) = qts = φ(a,t)t so
φ(a,t) = qts−1. From this followsφ(a,t)φ(a,t−1) = 1, i.e.,φ(a,t)−1 = φ(a,t−1)
by the uniqueness of inverses. Extendσ to A by the obviousσ(u1tn + u2tm) :=
u1σ(tn)+u2σ(tm) for u1,u2 ∈ k, n,m∈ Z.

Takea∈ A and form∆ := a(idA−σ). We know that∆ is aσ -derivation sinceA
is commutative. Applying∆ to a homogeneous componentAn we find

∆(utn) = a(idA−σ)(utn) = au(tn−φ(a,t)ntn) = au(1−φ(a,t)n)tn.

The degree of∆ is therefore in general undefined since1 andφ(a,t)n will belong
to different graded components; indeed,φ(a,t)n /∈ A0 ≈ k in general. However, if
φ(a,t)∈A0 thenφ(a,t)n ∈A0 for all n∈Z sinceA0 is a subalgebra. Accordingly, we
assume from now on thatφ(a,t) ∈ k. Then∆(utn) = au(1−φ(a,t)n)tn ∈ An+deg(a)

with u∈ k.
This means that we have a generalized complex(An,∆)

0,deg(a)
n∈Z

, where∆ : An →
An+deg(a), for eacha∈ A.

From Proposition 1 we have

∆ ℓ(b) =
ℓ

∑
j=0

(−1) jφ(a,a)
j( j−1)

2 φ(a,b) j
(

ℓ

j

)

φ(a,a)

aℓb.

Supposeφ(a,a)ℓ = 1 andφ(a,a)m 6= 1 for m< ℓ, i.e.,φ(a,a) is a primitiveℓth-root
of unity and supposeφ(a,b)ℓ = 1. Then we are in the situation of Corollary 1:

∆ ℓ(b) = 0, forall b∈ A = k[t,t−1],

and so we have constructed anN-complex.
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1 In fact, if k is a field, thenA is actually even agraded fieldin the sense that each homogeneous
element is a unit. More to the point in this case: ifan ∈ An then there is an elementa−n ∈ A−n such
thatana−n = a−nan = 1.
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