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Abstract

This paper introduces arithmetic geometry for polynomial identity algebras us-
ing non-commutative (formal) deformation theory. Since formal deformation
theory is inherently local the arithmetic and geometric results that follow give
local information that is not visible when looking at the objects from a com-
mutative angle. For instance, it is a precise meaning to be given to two things
being “infinitesimally close”, something being obscured from view when restrict-
ing only to a commutative algebraic study. A Platonesque way of looking at this
is that the commutative world is a “shadow” of a more inclusive non-commutative
universe.

The present paper aims at laying the foundation for further and deeper
study of arithmetic and geometry using non-commutative geometry and non-
commutative deformation theory.

1 Introduction

Non-commutative algebra has been present in number theory for a long time
(e.g., quaternion algebras and central simple algebras) and as such the approach
in this paper is definitely not novel. The novelty presented comes from the use
of non-commutative deformation theory introduced by O.A. Laudal in [Lau02].

In addition, deformation theory in arithmetic is also not a novelty. For
instance, deformations of Galois groups and deformations of Galois covers of
curves in characteristic p are but two examples of prominence. Deformation
theory brings out, by its very definition, “local” information and the extension to
non-commutative bases further brings out local information that is not visible to
a commutative eye. We will see several examples of this later. In fact, “locality”
is a fundamental aspect of both arithmetic and geometry.

There are not many papers that are dealing with non-commutative algebraic
geometry in the context of arithmetic geometry as far as I’m aware. There is
T. Borek’s version of non-commutative Arakelov theory [Bor10, Bor11] and the
recent paper [CI22] by D. Chan and C. Ingalls. Both of these papers define non-
commutative algebraic spaces (schemes) differently than what I do. In fact, the
starting point is M. Artin and J. Zhang’s notion of “non-commutative projective
schemes”. This approach is global by its very definition. On the other hand,
Chan–Ingalls use local (étale) information coming from orders in central simple
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algebras over the function field of a commutative scheme. These orders are then
the non-commutative schemes (in the sense of Artin–Zhang). However, none of
the papers [Bor10, Bor11, CI22] use non-commutative deformation theory.

Remark 1.1. I would be remiss if I did not remark that A. Connes and his
collaborators M. Marcolli and K. Consani also studies arithmetic in the context
of non-commutative geometry. However, this version is not “algebraic”. See
Connes’ webpage for more information.

1.1 The idea
Let me illustrate the basic idea with the following (not so) hypothetical situ-
ation. Let X be a scheme over a field k and let G be a group acting on X.
In general, the quotient X/G does not exist as a scheme (but almost always
as an algebraic stack) unless, for instance, X is quasi-projective and G finite.
However, even for finite quotients of quasi-projective schemes, it is sometimes
beneficial to introduce stack structures (e.g., at singularities or branch points)
on X/G. For instance, if X is a curve, the result is often called a “stacky curve”.
Assume for simplicity that X = Spec(A) for some k-algebra A and that G is
finite.

Let k ⊆ k′. Then there is a one-to-one correspondence between the orbits of
X(k′) under G and the elements of Spec(AG)(k′). Without being precise and
formal in the least, let p be a k′-point on X and let orb(p) = Spec(A/I). Then
A/I is both a G-module and an A-module; hence an A[G]-module. There-
fore, we have an identification of simple A[G]-modules over k′ and points in
Spec(AG)(k′), i.e., the orbits. Observe that A[G] is a commutative ring. So far,
nothing remarkable.

However, instead of looking at A[G] we can look at the crossed product
algebra (or skew group ring) A〈G〉 (sometimes denoted A ∗G or A#G) which,
as an abelian group, is the same as A[G] but with multiplication defined by
σx = σ(x)σ, for σ ∈ G and x ∈ A. This is obviously a non-commutative ring.
It is quite easy to see that there is still a one-to-one correspondence between
points of Spec(AG)(k′) and simple A〈G〉-modules over k′. Put, for simplicity,
B := A〈G〉.

Now, points on X(k′) with non-trivial stabiliser (i.e., points where σx = x
for all σ ∈ h ⊆ G; the group h is the stabiliser group or isotropy group) are
points of special interest since this is where possible “stacky-ness” comes in. In
fact, these are the ramification points of the cover X � X/G. It is a classical
topic to study these ramification points and a lot of very interesting things can
happen at these points.

There is a canonical isomorphism between the tangent space at a point
p ∈ X/G(k′) and the vector space Ext1

B(M,M), whereM is the, to p, associated
A〈G〉-module. In particular, if dim(Ext1

B(M,M)) = dim(X) = dim(X/G) if p
is a non-singular point. If p is singular

dim(X) = dim(X/G) ≤ dim(Ext1
B(M,M)).

However, when A is non-commutative the Ext-dimension can be greater than
what can be expected just by looking from a commutative perspective. In other
words, we can have

dim(Ext1
A[G](M,M)) < dim(Ext1

A〈G〉(M,M)).

2



This phenomenon appears only at points of ramification (but not always). The
dimension is maximal when the ramification is wild.

The story does not end there. Assume that p and q are two ramification
points on X/G with associated B-modules M and N . Then, as modules over
A[G] we have Ext1

A[G](M,N) = 0. However, as modules over B = A〈G〉 we
always have Ext1

B(M,N) 6= 0. The interpretation here is that the points p and
q lie “infinitesimally close” and that Ext1

B(M,N) is the “tangent space between
M and N ”. This is not symmetric, we might have

dim(Ext1
B(M,N)) 6= dim(Ext1

B(N,M)).

In other words, “closeness cares about direction”; p can be “closer” to q than q
is to p. We will see an example of this in the last section.

Therefore, we can view Ext as a measure of how “ramified” something is, a
statement that will be made more precise later in the paper.

The ring B = A〈G〉 is an example of a non-commutative crepant resolution
of AG (see for instance, [SVdB08]). Namely, even if X/G = Spec(AG) have
singularities, the ring B has natural regularity properties as a non-commutative
ring (see section 5.1). Also, T. Stafford and M. van den Bergh proves in [SVdB08]
that if AG has a non-commutative crepant resolution, Spec(AG) has rational
singularities. Regardless of the crepant-ness, it is natural to view B as a non-
commutative resolution of Spec(AG) as B in any case retains many regularity
properties.

1.2 Enter deformation theory

Let Mod(A) be the category of left A-modules, M ∈ Mod(A) and let DefM be
a deformation functor of M from the category C of local, complete, artinian
rings to the category of sets. Then, under some mild conditions (see section
2.2), DefM has a pro-representing hull Ĥ that is constructed using the tangent
space Ext1

A(M,M) and matric Massey products (see section 2.2 or [ELS17], for
more details). In other words, Ĥ is the completion of the local ring of a moduli
space of A-modules. Of course, such a moduli space might not exist. However,
Ĥ always does.

Let M := {M1,M2, . . . ,Mn} be a family of A-modules. Extending the base
category C to non-commutative rings we can define a deformation functor Defnc

M

of the family M encoding the simultaneous deformations of the modules Mi.
This functor also have a pro-representing hull, but now this is a matrix ring
(Ĥij) with entries being quotients of non-commutative formal power series rings
along the diagonal, and bi-modules off-diagonal. The diagonal comes from the
spaces Ext1

A(Mi,Mi) and the entries off the diagonal come from Ext1
A(Mi,Mj),

i 6= j. As in the commutative case in the previous paragraph, there is an
algorithm to compute (Ĥij) (once again, see [ELS17]).

From (Ĥij) one constructs the versal family

ρ̂ : A→ ÔM,

with ÔM the matrix ring

ÔM :=
(

Homk(Mi,Mj)⊗k Ĥij

)
.
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For more details see section 2.2.
It is, ultimately, the ring ÔM that is the local object that we’re after and

that includes all the non-commutative information. Unfortunately, this ring is
almost always extremely difficult to compute explicitly. We will see a couple
of examples where it is actually possible. Easier, but still very hard, is it to
compute the tangent spaces Ext1

A(Mi,Mj) (which is the first step in computing
Ô).

Let us continue the meta-example above. If X � X/G is a singular G-cover
with singular point p. This is also a branch point. Let M be the orbit of
p, considered as an A〈G〉-module. It turns out that ÔM captures a lot of the
ramification properties of the cover X/G at p. For instance, in all examples I
know of, the tangent space ÔM is significantly different when the ramification
is wild. I’m convinced that this is a general phenomenon but I’ve not studied
it to the point where I can come up with a specific result, other than in special
cases, or make a general conjecture. The examples that are computed in the
paper clearly show this phenomenon.

As a consequence, the ring object ÔM will almost certainly include informa-
tion concerning wild ramification that is not visible through commutative means.
In fact, wild ramification of quotient singularities of arithmetic surfaces has at-
tracted some interest in the last decade (see for instance [IS15, Kir10, Lor13])
and it is my hope that the introduction of Ô will shed new light on wildly
ramified singularities. This seems quite natural since A〈G〉 can be viewed as a
non-commutative resolution1 of AG.

1.3 Polynomial identity algebras

Let R be a commutative ring and let P (x) be an element in the free algebra
Z〈x〉 = Z〈x1, x2, . . . , xn〉. A polynomial identity algebra (PI-algebra) is an R-
algebra A, if there is an n and a P (x) ∈ Z〈x〉 as above with P (a1, a2, . . . , an) = 0
for all n-tuples (a1, a2, . . . , an) ∈ An.

Clearly, commutative algebras are polynomial identity algebras. Other, less
trivial examples include: Azumaya algebras (therefore, also central simple alge-
bras), orders in Azumaya algebras and algebras that are finite as modules over
their centres. In particular, A〈G〉 when G is finite, is finite as a module over its
centre AG and hence a PI-algebra. Therefore, non-commutative resolutions of
singularities as (loosely defined) above are PI-algebras.

Polynomial identity algebras enjoy some remarkable properties and are very
similar to commutative algebras. PI-algebras where extensively studied in the
70’s and 80’s and as a consequence a lot is known about these algebras. For
instance, many of these algebras have good homological properties (regularity,
Cohen–Macaulay-ness, e.t.c.). It is impossible to give an exhaustive list of pa-
pers dealing with these things but the (quite old) [SZ94] might give some insight.
A more modern perspective can be found in [LB08] where PI-algebras are stud-
ied using quiver techniques. In fact, the some of the techniques used in [LB08]
can probably be adapted for use in studying the ring object Ô.

Since this paper deals with algebras with “large centres”, meaning exactly
that the algebras are finite over its centre, all the machinery of PI-algebras are at

1These are almost certainly not crepant resolutions. There seems to be issues concerning
crepant resolutions (even in the commutative case) in mixed characteristic.
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our disposal. Of course we will only use a (very!) small part of that machinery.
The case where the centre is not “large”, or more generally, when the algebras
are not PI-algebras, is certainly very interesting, but also significantly more
difficult to study from an arithmetic-geometric perspective. This is, however,
something that should be investigated in the future.

Let A be a PI-algebra with centre Z(A) and let m be a maximal ideal in
Z(A). Then the fibre A ⊗Z(A) k(m) over m is either a central simple algebra,
or not. The subset of all m where A ⊗Z(A) k(m) is a central simple algebra is
called the Azumaya locus, azu(A), and its complement, ram(A), is the support
of a Cartier divisor, ramification locus.

The point is the following. Let m ∈ azu(A). Then m is still maximal as an
ideal in A. However, if m ∈ ram(A), then m splits into disjoint maximal ideals
mi inside A. In addition, every ideal in A intersects the centre in a unique ideal
and, furthermore, if the ideal is maximal so is the intersected ideal. Hence, over
azu(A) there is a one-to-one correspondence between maximal ideals in Z(A)
and maximal ideals in A. As a consequence, over azu(A), A is geometrically
the “same” as Z(A).

This indicates that the interesting part of Z(A) is the ramification locus,
and this is indeed the case. Let m ∈ ram(A). Then, for some n ≥ 2, m =
m1m2 · · ·mn as ideals in A. Let Mi := A/mi, considered as left A-modules.
Then Ext1

A(Mi,Mj) 6= 0. In fact, we have the equivalence

Ext1
A(Mi,Mj) 6= 0 ⇐⇒ mi ∩ Z(A) = mj ∩ Z(A).

This is the content of Müller’s theorem (see section 2.5). Expressed differently,
in geometric terms, the points in A over a point m ∈ ram(A) are infinitesimally
close. Here is then where the ring object Ô enters non-trivially.

Allowing myself to make a definite proposition, the way to think about the
above is to view A as a “non-commutative thickening” of Z(A) or, as suggested
in the abstract, that Z(A) is a commutative “shadow” of A, referring to Plato’s
cave allegory.

1.4 Organisation
The paper is organised as follows. Section 2.1 introduces the a first tentative
notion of non-commutative space that we will use. This will be definition will
expanded in section 2.3. Section 2.2 gives a short survey on non-commutative
deformation theory. This section can probably be skimmed and referred to as
needed. It includes the definition of the ring objects Ô.

The next section, section 2.3, defines non-commutative algebraic spaces,
which will be the main underlying object in all that follows. Following this is
the important section 2.4 that introduces rational points on non-commutative
algebraic spaces. As said above, PI-algebras play a central role in this paper and
sections 2.5 and 2.6 discusses the non-commutative geometry of these algebras,
including rational points and tangent spaces. In addition we define what we will
mean by an invertible module on a non-commutative algebraic space.

The next part of the paper is devoted to non-commutative Diophantine
Geometry. This section starts of with a recollection of height functions and then
we define three types of non-commutative versions: one “central”, one that is
representation theoretic and one that is “infinitesimal”, taking into consideration
the tangent structures of the rational points.
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Section 4 starts by extending the algebras and spaces to “infinite fibres”,
mimicking the technique used in Arakelov geometry. We will not develop a fully
fledged Arakelov theory involving metrised Hermitian vector bundles and Chow
groups e.t.c.. However, the extension to infinite fibres has the great benefit of
including the geometric and arithmetic properties into one coherent object. In
this way, the dual nature (geometric/arithmetic) of PI-algebras becomes imme-
diately visible. This section introduces, line sheaves, Cartier and Weil divisors
and a rudimentary intersection theory of divisors. This intersection theory is
truly noncommutative, and so is not easily computable. Still, it is, in my opin-
ion, a quite natural extension to non-commutative algebraic spaces with large
centres.

Finally, in section 5 we look at three examples. The first is the quotient
A2/µ3 over an order Z[ζ3] ⊆ o in a number field defined by x 7→ ζ3x and
y 7→ ζ3y, where ζ3 is a third root of unity. As is well-known

A2/µ3 ' Spec

(
o[u, v, w]

(w3 − uv)

)
,

at least over fibres where 3 is invertible. We compute the tangent spaces over
all ramification points and compute Ô, at least up to obstructions of order
two and we give the non-commutative thickening of A2/µ3. We also discuss
some arithmetic properties of this thickening such as divisors and heights. As
mentioned before, computations here are difficult so, as to not overstate this
paper’s importance and let it expand beyond reasonable bounds, more difficult
computations will have to wait for another time.

The second example is a family of degree-two thickenings of the integers.
We look at the degree-two cover Z[

√
d]/Z, where d ≡ 2, 3 (mod4) (and where

the integer d is assumed square-free). The quotient of Spec(Z[
√
d]) by its Galois

group G = Z/2 is Spec(Z) and so the orbits are in one-to-one correspondence
with primes in Z. Therefore, it is reasonable to look at the simple Z[

√
d]〈G〉-

modules, which are also in a one-to-one correspondence with Spec(Z). From
this we can construct a family of non-commutative spaces, parametrised by d,
which can be viewed as non-commutative thickenings of Z. In fact, the tangent
structure is trivial over all unramified points, but over the ramified ones the ring
object Ô is non-trivial. In addition, in the case where the ramification is wild
(i.e., at the prime 2), the ring is also obstructed in the sense that the underlying
deformations are obstructed.

In the last example we consider an order over an arithmetic surface. This
is algebra is not constructed as a quotient of a scheme by a group. Instead,
this is constructed by considering a quantum plane over the surface and then
factoring out by an ideal. The resulting tangent structure turns out to be quite
interesting. Indeed, we are in the situation alluded to above, where a point “p
is closer to q than q is to p”. The way this phenomenon manifests itself is that,
in this case, Ext1

A(p, q) = k2, but Ext1
A(q, p) = k. An arithmetic study of this

situation is very interesting and is probably worth a paper of its own.

Two final remarks

• I have made the conscious decision to not be consistent in notation and
language. The biggest crime is in using the word centre of an algebra, both
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as an algebra itself, but also as a commutative scheme. Therefore, the fol-
lowing typical phrase “let m be a point on Z(A)” will appear frequently.
But not only that: we will use “maximal ideal” and “point” interchange-
ably. Later we will also view structure morphisms of representations as
“points”. I will make the brazen assumption that this will not cause the
reader too much headache.

• We will switch between global constructions and affine construction rather
freely. Where the global situation (i.e., where the base is a scheme) is not
a hindrance we will use this. However, at certain points, using algebras
over general base schemes, is notationally unwieldy and often obscures the
underlying idea by introducing unnecessary complexity in language. In
those cases, we will unabashedly work over affine patches. I’m reasonably
certain that everything can be globalised straightforwardly, or at least
without too much effort.
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Notation
I will adhere to the following notation throughout.

• For a commutative algebra A we denote Com(A) the category of commu-
tative A-algebras.

• For a general algebra (not necessarily commutative) Mod(A) denotes the
groupoid of left A-modules up to isomorphism.

• The word “ideal” always means 2-sided ideal.

• The notation Max(A) denotes the set of (2-sided) maximal ideals, while
Specm(A) denotes the maximal spectrum of A, i.e., Max(A) together with
the Zariski–Jacobson topology (see section 2).

• All modules are left modules unless otherwise explicitly specified.

• Z(A) denotes the centre of A.

• For p a prime in A, k(p) denotes the residue class field of p.

• We will often identify

m ∈ Max(A)←→ k(m)←→ ker ρ←→M,

where ρ is the structure morphism ρ : A→ Endk(M).

• Abelian sheaves are denoted with scripted letters.

• All schemes and algebras are noetherian. Schemes are also assumed to be
separated.
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2 Non-commutative algebraic spaces

2.1 Non-commutative spaces
Let X be a scheme and let A be a coherent OX -algebra, with OX ⊆ Z(A).

Definition 2.1. The A-module M, with structure morphism

ρ : A→ EndOX (M),

is simple if M has no A-submodules. This implies that M is simple on the
stalks, i.e.,

Mp := M⊗OX OX,p

is simple as Ap := A⊗OX OX,p-module. From this it follows that the fibres are
also simple.

Denote byMod(A) the set (or groupoid) of all A-modules up to isomorphism,
and Modn(A) the set of rank-n such. In addition, put SModn(A) as the set (or
groupoid) of isoclasses of simple A-modules, locally free of rank n (over OX) and

SMod(A) :=
⋃
n

SModn(A),

the union over all n. Similarly,

Remark 2.1. By a theorem of M. Artin (later extended by C. Procesi) the set
Irrn(A) can be endowed with the structure of a commutative affine scheme, at
least over a field of characteristic zero.

There is a natural topology on Mod(A), namely the Zariski–Jacobson topol-
ogy TZJ. This is the topology generated by the distinguished opens

Df :=
{
M∈ Mod(A)

∣∣ Annf (M) = 0, f ∈ A
}

=
{
M∈ Mod(A)

∣∣ f /∈ AnnA(M)
}
,

(2.1)

where Annf (M) is the f -annihilator of M, i.e., the submodule of elements m ∈
M such that fm = 0, and AnnA(M) is the A-annihilator, i.e., the ideal in A of
all a ∈ A such that aM= 0. Observe that we can, and sometimes will, identify
M with its annihilator ideal AnnA(M) in A. In addition, observe that

ker
(
A

ρ−→ EndOX(M)
)
⊆ AnnA(M),

where ρ is the structure morphism of the A-module M.
We have that Df ∩ Dg = Dfg and Df ∩ Dg = Dg ∩ Df , so Dfg = Dgf .

When A is commutative we get back the Zariski topology on Spec(A) (the
global spectrum).

Remark 2.2. If X is an S-scheme, we will assume that all A-modules are
of finite rank as OS-modules. In other words, if f : X → S is the structure
morphism, we assume that f∗M is a locally free f∗A-module of finite rank on
S. So, for instance, if X = Spec(B), S = Spec(K) (for K a field) and A
a B-algebra, then an A-module M over X = Spec(B), needs to be a finite-
dimensional K-vector space and where A acts on M as a K-algebra.
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Now, let
M :=

{
M1,M2, . . . ,M`

}
be a family of coherent A-modules such that

rkOX

(
Ext1

A(Mi,Mj)
)
<∞, for all 1 ≤ i, j ≤ `.

The family M forms a finite set of vertices{
Vi | 1 ≤ i ≤ `, Mi ←→ Vi

}
in a family of graphs ΓmM , in which there are n directed edges from Vi to Vj if

rkOX

(
ExtmA (Mi,Mj)

)
= n.

Observe that there is not necessarily any symmetry in shifting places of Mi and
Mj . We also form the (disjoint) union

Γ•M :=
⊔
m≥0

ΓmM

calling this the augmented tangent space graph at M, and where ΓmM is the m-th
layer of Γ•M. The first layer is called the tangent space graph of M.

In addition, we say that the space (Tm
M)ij := ExtmA (Mi,Mj) is the stalk of

ΓmM at (Mi,Mj). The set of stalks of ΓmM , which we denote Tm
M , is the m-th layer

tangent space; when m = 1, we simply say the tangent space of M, denoted
TM. The total set of stalks is, for obvious reasons, denoted T•M, and called the
augmented tangent space of M.

Finally, let S/R be an arbitrary ring extension of commutative rings and let
M and N be free of finite rank over R. Then the isomorphism (e.g., [Lam01,
Lemma 7.4])

HomA⊗RS(M ⊗R S,N ⊗R S) ' HomA(M,N)⊗R S,

implies that

Ext•A⊗RS(M ⊗R S,N ⊗R S) ' Ext•A(M,N)⊗R S.

From this follows that

rkS
(

Ext•A⊗RS(M ⊗R S,N ⊗R S)
)

= rkR
(

Ext•A(M,N)
)
,

so the dimension of Ext1
A(M,N) is constant for base extensions. Therefore, the

dimensions in the augmented tangent space T•(M,N) are also constant under base
change. Clearly, this globalises.

2.2 Non-commutative deformation theory of modules

Let A be a (not necessarily commutative) k-algebra, where k is a commutative
ring, and let Mod(A) be a k-linear abelian category of left A-modules. We recall
that k-linear means that every Hom-set is a k-module.
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Definition 2.2. Let Λ be a k-algebra. The category Mod(A)Λ of right Λ-objects
is the category of pairs (X, ρ) where X ∈ Mod(A) and ρ : Λ → End(X) and
where ρ(Λ) acts on the right onX. The morphisms are the obvious commutative
diagrams.

The Λ-object (X, ρ) is Λ-flat if the functor

X ⊗Λ − : Mod(Λ)→ Mod(A)Λ

is exact.

Let artr, r > 0, be the category whose objects are morphisms

kr → Λ
α−→ kr, Λ ∈ Art(k),

such that the composition is the identity on kr and such that J := ker(α) is
nilpotent. Morphisms are the obvious commutative diagrams.

If {e1, . . . , er} are the idempotents of kr then we put Λij := eiΛej . The
diagonal consists of subalgebras of Λ and the entries off the diagonal are Λ-
bimodules. Notice that α(Λij) = δijk (Kronecker’s δ-function).

We define ârtr to be the category of r-pointed pro-objects of artr. In other
words, an object S in ârtr is a projective limit

S = lim←−
n

S/Jn, S/Jn ∈ artr.

Here J is the kernel of the morphism S → kr (S is by definition r-pointed).

Definition 2.3. Let M := {M1,M2, . . . ,Mr} be a family of (left) A-modules.
Put AΛ := A⊗k Λ.

(i) Then a lifting of M to (Λ, ρ) is an AΛ-module MΛ that is Λ-flat, i.e., that
the functor

MΛ ⊗Λ − : Mod(Λ)→ Mod(A)Λ

is exact.
The flatness implies that, if Mi is free of rank n over k, then Mi ⊗k Λ is
also free of rank n as a (right) Λ-module. This means that MΛ = M⊗k Λ
as (right) Λ-module and, in addition,

MΛ = M⊗k Λ =
(
Mi ⊗k Λij

)
=

r⊕
i,j=1

Mi ⊗k Λij .

(ii) We also require that the special fibre is M, i.e., that there is an isomor-
phism

fΛ : MΛ = M⊗k Λ
id⊗α−−−→ M,

induced from the morphism α : Λ→ kr.

(iii) Two liftings MΛ and M′Λ are isomorphic if there is an isomorphism

h : MΛ → M′Λ

of AΛ-modules such that

f ′Λ = (h⊗ id) ◦ fΛ.
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(iv) There is a non-commutative deformation functor

DefM : artr → Set, Λ 7→ DefM(Λ),

where

DefM(Λ) :=
{
all liftings of M to Λ, up to isomorphism of liftings

}
,

and where DefM(kr) = {•}.

Observe that DefM(Λ) is a groupoid.

Let Def be any deformation functor. Any Λ ∈ artr comes with a fixed
injection i : kr → Λ and so Def determines a unique element •Λ := Def(•) ∈
Def(Λ).

In addition, any λ ∈ Def(Λ) reduces to • under the surjection α : Λ → kr.
Any λ ∈ Def(Λ) is a lift of • to Λ. The trivial lift of • is the element •Λ ∈ Def(Λ).

We can extend the deformation functor from artr to ârtr by putting

Def(Λ̂) := lim←−
n

Def(Λ̂/Jn), Λ̂ ∈ ârtr.

A pro-couple for Def is a pair (Ĥ, ξ) with Ĥ ∈ ârtr and ξ ∈ Def(Ĥ). A
morphism of pro-couples (Ĥ1, ξ1) and (Ĥ2, ξ2) is (obviously) a morphism f :
Ĥ1 → Ĥ2 such that Def(f)(ξ1) = ξ2.

Yoneda’s lemma in the present context states that

Hom(hĤ , Def)
'−−→ Def(Ĥ),

where hĤ := Hom(Ĥ,−). Therefore, any ξ ∈ Def(Ĥ) gives a unique morphism
of functors fξ : hĤ → Def.

If fξ is an isomorphism of functors, then Def is pro-representable by the
universal pro-couple (Ĥ, ξ). This is unique up to unique isomorphism of pro-
couples.

Let fξ : hĤ → Def be a morphism of functors satisfying, for any surjective
morphism Λ→ Λ′ in artr, the property that

hĤ(Λ)→ hĤ(Λ′) ×
Def(Λ′)

Def(Λ)

is a surjective morphism of functors. We then say that (Ĥ, ξ) is versal and that
Ĥ is a pro-representing hull with versal family, ξ.

It is worth pointing out that the above works, word for word, in any k-linear
abelian tensor category.

Theorem 2.1. Suppose k is a field and let M = {M1,M2, . . . ,Mr} be a finite
family of A-modules, with dimk(Mi) <∞ for all 1 ≤ i ≤ r. Assume also that

dimk

(
ExtiA(Mi,Mj)

)
<∞, i = 1, 2.

Then there is a pro-representable hull (Ĥij) for the deformation functor DefM,
with versal family

ÔM := M⊗k Ĥ = (Mi ⊗k Ĥij).

11



The algebra morphism (the reduction to the special fibre)

ÔM = M⊗k Ĥ
id⊗α−−−→ M⊗k kr = M

(we identify M and M⊗k kr = ⊕Mi) is implicit in the construction.
Furthermore, there is an algorithm that computes the hull using (matric)

Massey products.

We can re-phrase the construction using the structure morphisms of the
modules. We begin by noting the isomorphisms

Endk(M)⊗k Λ ' EndΛ(MΛ) '
(

Homk

(
Mi,Mj ⊗k Λij

))
'
(

Homk(Mi,Mj)⊗k Λij
)
.

Now, let

% := ⊕%i : A −→
r⊕
i=1

Endk(Mi) = Endk(M)⊗k kr = Endkr
(
M⊗k kr

)
be the structure morphism of the family M. Then a lifting of % to Λ is an
algebra morphism

%Λ : A −→ Endk(M)⊗k Λ =
(

Homk(Mi,Mj)⊗k Λij
)

such that the diagram

Endk(M)⊗k Λ

id⊗α
��

A

%Λ

66

%
//⊕r

1 Endk(Mi)

commutes. The vertical morphism is

Endk(M)⊗k Λ
id⊗α−−−→ Endk(M)⊗k kr =

r⊕
i=1

Endk(Mi).

A deformation of % is then simply an equivalence class of lifts under equivalence
of representations.

From the viewpoint of structure morphisms, the versal family for the corre-
sponding deformation functor Def% is the morphism

%̂M : A→ Endk(M)⊗k Ĥ =
(

Homk(Mi,Mj)⊗k Ĥij

)
.

This way of viewing deformation theory of modules (i.e., via structure mor-
phisms) is clearly equivalent to the first (i.e., via the category Mod(A)).

Put
ÔM := Endk(M)⊗k Ĥ =

(
Homk(Mi,Mj)⊗k Ĥij

)
.

It is natural to view this as the completed local ring at the family M. Conse-
quently, any algebraisation H of Ĥ gives a ring morphism

%M : A −→ Endk(M)⊗k H =
(

Homk(Mi,Mj)⊗k H
)

12



and it is natural to view

OM := Endk(M)⊗k H =
(

Homk(Mi,Mj)⊗k H
)

as the local ring at M. Observe that we cannot claim that algebraisations are
unique, so OM is not necessarily uniquely determined by ÔM.

For a sub-familyM0 ⊆ M, we get an, up to isomorphism, canonical restriction
morphism

OM
res−−→ OM0 .

This can be used to extend the above definition to infinite families of modules.
Let M be an infinite family of A-modules and let S be the category of sim-

plicial sets, i.e., the category of contravariant functors F : ∆ → Set, where ∆
denotes the category of simplicies. Put

ÔM := lim←−
M0⊆M

ÔM0
, with versal family %̂M := lim←−

M0⊆M
%M0

: A→ ÔM.

We now define the following formal ring object

Ô := ÔMod(A) := lim←−
S

ÔS with %̂ := lim←−
S

%̂S : A→ Ô,

and its (possibly non-unique) algebraic ring object

O := OMod(A) := lim←−
S

OS with % := lim←−
S

%S : A→ O.

It should be clear what the notation means.
The exact same construction extends to sheaves over a scheme, with the ex-

ception that one needs to use a global version of Hochschild cohomology instead
of the ordinary affine one (which gives the Ext-groups). See [ELS17, Sec. 3.4]
for details on this.

Observe that the construction of the pro-representing hull Ĥ involves the
two first layers of the augmented tangent space T•M.

2.3 Non-commutative algebraic spaces
We now return to the global situation.

Definition 2.4. Let A be coherent OX -algebras as above. We call

Mod(A) := (Mod(A), TZJ,O)

the non-commutative algebraic space (or non-commutative scheme) associated
with A. We also put

Modn(A) := (Modn(A), TZJ,On).

Here On is obviously the restriction of O to Modn(A). The algebra A is to be
viewed as the algebra of global sections of O, i.e., informally, as

A= Γ(Mod(A),O) = H0(Mod(A),O).

The object O gives the local information of Mod(A). We call O the structure
object of XA.

13



The local nature of O is the reason that we don’t need to deform the A-
sheaves in M as sheaves, but can do this over the affine patches on X, ignoring
the glueing.

Definition 2.5. If A is a finite-rank OX -algebra, where X is of finite type over
an arithmetic ring (by which we mean an order, most often the maximal order,
in a number field), Mod(A) is called an arithmetic space (or arithmetic scheme).
However, the objects O and On can only defined fibre-wise since they are local,
deformation-theoretic, objects.

Definition 2.6. The space Mod(A) is regular at M if Ext2
A(Mi,Mj) = 0 for all

Mi,Mj ∈ M; Mod(A) is regular if it is regular at all families M.

It is worth pointing out that the above is a deformation-theoretic definition
of regularity. Hence a point is regular if all deformations of that point are
unobstructed. This is a strong condition. There are other, weaker, notions of
non-commutative regularity (e.g., Auslander regularity) that we will encounter
later (but won’t define formally).

Notation 2.1. To simplify notation, we will often use the notation

X := Mod(A)

or XA if we need to be explicit concerning what algebra we are working with.
This will most often be apparent from the context. Recall that

Mod(A) = (Mod(A), TZJ,O).

However, we will be a bit sloppy and make the identifications

XA ←→ Mod(A) ←→ Mod(A).

I don’t think this will cause much confusion as we will be specific when we use
the topology and O.

Finally, the following is important enough to warrant its own remark.

Remark 2.3. Let A be a non-commutative algebra over an affine S-scheme
X. Then, taking the projective closure f : X ↪→ PnS , we can push-forward A to
an algebra f∗A on im f . This can be useful when considering non-commutative
algebras that are finite over their centre since we then can use projective tech-
niques (properness in particular) in the study of A.

2.4 Point modules

It turns out that it is not easy to define closed points for non-commutative
spaces over non-algebraically closed fields, in a way generalizing the commuta-
tive situation naturally. Since we view closed points as “local objects” we discuss
the case of A= A affine over a field k and then explain how to globalise.

Let k be a field and A a k-algebra. A point on XA is a finite-dimensional
representation ρ : A→ Endk(M). We will identify ρ, the kernel, ker ρ, and the
module M , referring to all these as the point ρ.

14



Assume that ker ρ = m1m2 · · ·ms, where the mi are, not necessarily distinct,
maximal ideals. Then

A/ ker ρ = A/m1 ×A/m2 × · · · ×A/ms,

with each A/mi a simple k-algebra. Let ρi be the induced morphism ρi : A →
A/mi ↪→ Endk(M). Now we have

E := Z(A/ ker ρ) = Z(A/m1)× Z(A/m2)× · · · × Z(A/ms)

= k(m1)× k(m2)× · · · × k(ms)

= k(ρ1)× k(ρ2)× · · · × k(ρs)

= k1 × k2 × · · · × ks,

where each factor ki = k(mi) = k(ρi) is a finite field extension of k. Therefore,
E is an étale algebra over k.

We now define:

Definition 2.7. Let ρ : A→ Endk(M) be a point on XA.

(a) Then ρ defines a closed étale point if the k-algebras ρ̄i := A/mi are all
simple. We denote the set of all closed étale points Mod•ét(A).

(b) If s = 1, ρ is simply a closed point, which write ρ (in non-boldface). The
set of all closed points is denoted Mod•(A).

(c) The fields ki = k(mi) = k(ρi) = Z(ρ̄i) are the residue fields of ρ. The
k-algebra E is the residue ring of ρ.

(d) The algebras ρ̄i, or equivalently the mi, are the underlying points of ρ.

Definition 2.8. Let k be a field and let A and S be k-algebras.

(a) An étale S-rational point on XA is an algebra morphism

ξ : A→ S

such that
A/ ker ξ = A/m1 ×A/m2 × · · · ×A/ms

is a direct product of prime rings. If the A/mi are artinian, being prime
is equivalent to being simple so the mi are maximal ideals. This applies
in particular to the case when S is artinian.

(b) The underlying étale point of ξ is the set of algebras ξ̄i := A/mi.

(c) If all ξ̄i are simple, the point is closed, otherwise it is non-closed. The
point is open if all the ξ̄i are non-simple.

(d) If s = 1, the map ξ is an S-rational point, which we write in non-boldface:
ξ; the algebra ξ̄ = A/m is then the (unique) underlying point of ξ.

(e) If S = EndL(M) for some field L and M finite-dimensional over L, we say
that ξ is an L-rational point.

(f) ξ is a geometric étale point if it is closed and Z(ξ̄i) = kal for all i.
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As usual we denote the S-rational points on X= Mod(A) as

X(S) = Mod(A)(S).

Example 2.1. Let A and S be k-algebras where k is a field and let ξ : A→ S be
an S-point on XA. For any field extension k′ of k the base extension ξk′ := ξ⊗k′
defines an S ⊗k k′-rational point.

In particular, if S = Endk(M) we have that

ξk′ = ξ ⊗ k′ : A→ Endk(M)⊗k k′ = Endk′(M ⊗k k′)

is a k′-rational point. The point is then geometric if k′ = kal.

Example 2.2. Let S be a commutative ring and ρ : Z(A) → S an S-point.
Put mZ := ker ρ. The extension of mZ to A defines an ideal, m, not necessarily
maximal. Then

ρ : A→ A/m

defines an étale A/m-rational point.

There is a bijective correspondence{
S-rational points, ξ : A→ S

}
←→

{
(A/m, j)

∣∣ j : A/m ↪→ S
}
.

Notice that S becomes a Z(A/m)-algebra via j.
For any extension S ⊂ T the group AutS(T ) acts on XA(S) as

(A/m, j)σ = (A/m, σ ◦ j)

for all σ ∈ AutS(T ).

2.5 Polynomial identity algebras
We will be particularly interested in the case where A is finite as a module over
OX . In this case A is locally a polynomial identity (PI-) algebra with OX ⊆ Z(A),
where Z(A) denotes the centre of A.

Let U ⊆ X be an affine open set and put A := A(U). In addition, let
ρ : A → Endk(M) be a point on XA. The kernel M := ker ρ restricts to an
ideal m in Z(A). If M is prime (or maximal) then so is m (see [BG02, III.1.1],
for instance). Put Y := Spec(Z(A)). The intersection of ideals in A with the
centre defines a finite, surjective, morphism Ψ : XA → Y .

Conversely, if p ∈ Y there is a prime P ∈ Spec(A) such that p = P ∩ Z(A).
The locus in Y where the extension P is unique is called the Azumaya locus,
azu(A), of A. This is a Zariski open subset and the complement is the support
of a Cartier divisor (e.g., [Jah14, III.2.5]) called the ramificication locus, ram(A).

Hence, if ρ is an étale point, the intersection (ker ρ)∩Z(A) is a finite collection
of closed points in Y .

The above indicates that there is a close relationship between the geometry
of XA and the geometry of Spec(Z(A)). In the proposition below we will
freely use the identification in (2.1) to identify modules with their corresponding
annihilator ideals. We don’t need to assume that the annihilator ideals are
prime.
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Proposition 2.2. Let A be a PI-algebra over OX , with centre Z(A).

(i) Suppose Df ′ is a distinguished open set on XA. Then Df ′ ∩ Spec(Z(A))
is a distinguished open set on Spec(Z(A)).

(ii) Conversely, suppose Df is a distinguished open on Spec(Z(A)). Then
Df ′ , where f = f ′ ∩ Z(A), is a distinguished open in XA.

As a consequence, since the distinguished open sets are basis sets for the Zariski
and Zariski–Jacobson topologies on Spec(Z(A)) andXA, respectively, the Zariski–
Jacobson topology onXA is compatible with the Zariski topology on Spec(Z(A)).

Proof. Suppose a′ ∈ Df ′ . Then f ′ 6∈ a′ and so f ′ ∩ Z(A) 6∈ a′ ∩ Z(A), in other
words, a′ ∩ Z(A) ∈ Df ′∩Z(A). Conversely, suppose that a ∈ Df ⊂ Spec(Z(A))
and take some f ′ ∈ A such that f ′ ∩ Z(A) = f . The extension of a to A can
be split into a number of ideals {a′i ⊂ A}. Suppose f ∈ a′i for some i. Then
f ′ ∩ Z(A) ∈ a′i ∩ Z(A) ⇐⇒ f ∈ a, a contradiction. Hence f ′ /∈ a′i and so the
extension of Df to XA is a distinguished open set.

If we view A as a sheaf of algebras over its centre Spec(Z(A)), we can use
central localization, i.e., localization of A at multiplicatively closed sets in its
centre (such a localization is always well-defined), and find

A(Df ) = Af and XA(Df ) = XAf .

Observe that these two statements are different. The first one says that the
sheaf A is equal to Af over Df ⊆ Spec(Z(A)) on the centre, while the other
says that the open set Df , viewed as a distinguished open on XA, is equal to
XAf .

However, the proposition says more: we can localize on Adirectly by simply
restricting the distinguished open sets Df ′ of XA to distinguished opens Df on
Spec(Z(A)).

There are a number of constructions that follow from proposition 2.2. We
list the most obvious and important ones below.

2.5.1 Sheaves

Indeed, proposition 2.2 allows us to define sheaves on XA with the Zariski–
Jacobson topology, as sheaves on Spec(Z(A)), defined by the restrictions Df 7→
Df∩Z(A).

Definition 2.9. An A-module on XA is a sheaf F on Spec(Z(A)) such that
each F(Df ) = F(Df∩Z(A)) is an Af∩Z(A)-module. Notice that this implies that
F is automatically an OZ(A)-module (we write OZ(A) instead of OSpec(Z(A)) to
simplify notation).

Recall that a Jacobson ring is a ring in which every prime ideal is the inter-
section of primitive ideals. The most important examples are, fields, Dedekind
domains with infinitely many prime ideals and affine algebras over Jacobson
rings.

An algebra A is generically free if every finitely generated A-module M is
centrally locally free, in the sense that there is an f ∈ Z(A) such that Mf :=
M ⊗A Af is free as an Af := A⊗Z(A) Z(A)f -module.
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It is a fact that every affine PI-algebra over a Jacobson ring is generically free
(see [Row88, Theorem 6.3.3]). Therefore, for affine PI-algebras A over Jacobson
schemes, finitely generated A-modules are locally free. Hence,

Proposition 2.3. Every finitely generated module over XA, where Z(A) is a
Jacobson ring, is locally free as an A-module.

For simplicity of notation, we will temporarily work with affine algebras. An
invertible A-module is a finitely generated, projective, A-bimodule such that

A ' EndA(AM) and A ' EndA(MA),

where we denote the left action of A onM by AM and similarly the right action.
The set of isomorphism classes of all such form a group, denoted Pic(A),

under tensor products (see [Frö73]):

[M ] · [N ] := [M ⊗A N ].

This is well-defined since M and N are A-bimodules.
Let R be a commutative subring of A and let M be an A-bimodule. If

Mr = rM for all r ∈ R, we say that M is defined over R. Notice that this need
not be the case in general since R can act differently from the left and from the
right.

We denote the set of invertible A-modules over R by PicR(A) (or PicR(XA)),
and by Piclf

R(A) (or Piclf
R(XA)) the set of invertible A-modules that are locally

free over R. If R = Z(A) we put PicZ(A) := PicZ(A)(A).
Suppose L∈ Pic(R). Hence, L is a locally free R-module of rank one. The

following is almost certainly well-known.

Proposition 2.4. The map T : Pic(R)→ PicR(A) defined by

T (L) := A⊗R L⊗R A

is a group homomorphism.

Proof. The proposition follows from the following simple (and obvious) compu-
tation:

T (L1 ⊗R L2) = A⊗R L1 ⊗R L2 ⊗R A
= A⊗R L1 ⊗R A⊗A A⊗R L2 ⊗R A
= (A⊗R L1 ⊗R A)⊗A (A⊗R L2 ⊗R A)

= T (L1)⊗A T (L2).

The above globalises immediately. The following proposition is corollary 4
in [Frö73].

Proposition 2.5. Let f : R→ S be a surjective ring morphism. Then

PicR(A) = PicS(A) and AutR(A) = AutS(A).

In particular, if R is local and f is the reduction morphism R→ k(m), then

PicR(A) = Pick(m)(A) and AutR(A) = Autk(m)(A).

This proposition does not globalise easily since the proof uses Morita equiva-
lences and I don’t know if Morita theory can be globalised.
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Recall that Ψ is the morphism defined by contracting ideals from A to Z(A).

Definition 2.10. An invertible sheaf L∈ Piclf
Z(A) is very ample if

det(Ψ∗L) 'N|Spec(Z(A)),

for N a very ample invertible sheaf on P(Z(A)). In other words, there is an
embedding α : P(Z(A)) ↪→ Pm, for some m ≥ 1, such that N' α∗O(1).

The set of all very ample sheaves on XA is denoted Picva
Z (XA) or simply

Picva
Z (A).

We also make the following definition:

Definition 2.11. The sheaf C∈ Piclf
Z(A) is a canonical sheaf if

det(Ψ∗C) ' CZ,

for CZ is a canonical sheaf on P(Z(A)).

There is probably a more general and sophisticated approach to canonical
sheaves by using so called “phase functors” (see [Lar19] for a discussion).

2.5.2 “Morphisms” between non-commutative spaces

Let A and B be two algebras over the same k-scheme X (where k is a field),
and let

ψ : B→ A

be an algebra morphism. This defines a (set-theoretic) morphism

Mod(ψ) : Mod(A)→ Mod(B).

A “morphism” (which we will call a “non-commutative morphism”) between XA

and XB should respect both the Zariski–Jacobson topology and map OX(B) to
OX(A). We now show that this can be done in a formal sense.

Theorem 2.6. Let ψ be as above and let

M :=
{
M1,M2, . . . ,Mn

}
be a finite family of A-modules (over X) such that dimk(Mi) <∞ (cf. remark
2.2). Then ψ induces a non-commutative morphism

X(ψ) : XA→XB

defined by the composition

B
ψ−→ A

%−→ EndOX (M). (2.2)

Proof. We work over affine patches. It will be clear that everything glues.
So, let % = ⊕% : A → Endk(M) be a family of A-modules. Then, clearly,

% ◦ ψ : B → Endk(M) is a family of B-modules.
Deforming M as A-modules gives the versal family

%̂ : A −→
(

Homk(Mi,Mj)⊗k Ĥij

)
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inducing
%̂ ◦ ψ : B −→ A −→

(
Homk(Mi,Mj)⊗k Ĥij

)
.

Deforming % ◦ ψ directly gives a morphism

B −→
(

Homk(MB
i ,M

B
j )⊗k Ĥ(% ◦ ψ)ij

)
,

where MB
i means viewing Mi as B-module via % ◦ ψ. By versality, we get an

induced morphism

ψ̂ij :
(

Homk(MB
i ,M

B
j )⊗k Ĥ(% ◦ ψ)ij

)
−→

(
Homk(Mi,Mj)⊗k Ĥij

)
,

giving (by definition)

ψ̂ij :
(

Homk(MB
i ,M

B
j )⊗k Ĥ(% ◦ ψ)ij

)
−→ ÔM.

Putting
ÔMB :=

(
Homk(MB

i ,M
B
j )⊗k Ĥ(% ◦ ψ)ij

)
we get

ψ̂ij : ÔMB −→ ÔM,

giving, formally, the desired local (algebra) morphism of the “structure sheaves”
O.

As for the topology, this is essentially obvious. Let f ∈ B and let M ∈ Df

with structure morphism ρ : B → Endk(M). Hence, by definition, ρ(f)M 6= 0.
That M ∈ imMod(ψ) means that there is a σ : A → Endk(M) such that
ρ = σ ◦ ψ. Then, if σ(ψ(f))M = 0, we would have that ρ(f)M = 0. Hence,
Mod(ψ)−1(Df ) = Dψ(f), completing the proof that Mod(ψ) is continuous for
the Zariski–Jacobson topology.

IfX is an S-scheme where S is not the spectrum of a field, we get a topological
map XA → XB from (2.2). The morphisms ψ̂ between the O-rings (as in the
above proof) can only be constructed fibre-by-fibre over S.

2.5.3 Central subschemes and their non-commutative lifts

Let Y := Spec(Z(A)) and let W
j
↪→ Y be a closed subscheme. Since A is a

locally free Y -algebra, we can restrict A to W via j. This means that j∗A is a
locally free W -algebra with OW ⊆ Z(j∗A).

Algebraically, we have

A // A⊗Z(A)

(
Z(A)/I

)
= A/〈I〉

Z(A)
?�

OO

// // Z(A)/I
?�

OO

and geometrically

Mod(j∗A)

��

// Mod(A)

��
W
� � // Y,

(2.3)
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where the dotted arrows indicate that the morphisms are defined by restriction
of ideals.

In fact we can extend this to include the O-rings.

Proposition 2.7. With the notation as above, diagram (2.3) can be completed
to the diagram

Xj∗A

��

// XA

��
W �
� // Y.

(2.4)

In this way Xj∗A defines a closed non-commutative subspace of XA.

Proof. The compatibility between the topologies is obvious so we only need to
prove that the O-ring on Mod(A) restricts to Mod(j∗A).

The argument is essentially the same deformation-theoretic argument used
in the proof of theorem 2.6. We work locally, so let % : A/I → Endk(M) be an
étale point on Mod(j∗A). This gives the étale point pr ◦ % : A → Endk(M) on
Mod(A), where pr : A→ A/I is the projection.

Deforming M as an A/I-module gives the versal family

%̂A/I : A/I −→
(

Homk(Mi,Mj)⊗k Ĥ(A/I)ij

)
and as an A-module gives the family

%̂ : A −→
(

Homk(Mi,Mj)⊗k Ĥij

)
By versality we get an algebra morphism(

Homk(Mi,Mj)⊗k Ĥij

)
−→

(
Homk(Mi,Mj)⊗k Ĥ(A/I)ij

)
which gives the desired restriction of O-rings from Mod(A) to Mod(j∗A).

In the case of PI-algebras, the interesting case is when W ∩ ram(A) 6= ∅.

2.6 Rational L-points of PI-algebras

Let R be commutative ring and A an R-algebra. Put B := Z(A) and let α :
B → L be an L-rational point, where L is a field. Let M be an extension of
kerα (which is a maximal ideal) to A (as a two-sided ideal). Observe that this
extension need not be unique.

The quotient A/M splits into a finite direct product of simple algebras ξ̄i :=
A/Mi, where M := M1M2 · · ·Ms. Hence ki := Z(ξ̄i) are fields and so the
projection ξ : A → A/M defines an étale A/M-rational point with underlying
étale point {ξ̄i} and residue ring E := k1× k2× · · · × ks. In fact, for each i, the
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diagram

kerα
kK

yy

0

~~

B //

��

A

����
ξ̄i = A/Mi

L // ki = Z(ξ̄i)
?�

OO

(2.5)

shows that ki = L for all i. As a consequence, E = Ls.
Conversely, any S-rational point ξ : A → S obviously restricts to an S-

rational point on Y = Spec(B). The restriction of ker ξ to B defines a finite
set of closed points on Y with residue fields Li. The centre of each simple
component of A/ ker ξ is a field ki and Li ⊆ ki. In fact, a reasoning similar to
the above diagram (2.5) shows that ki = Li.

Theorem 2.8 (Müller’s theorem). Let A be an affine PI-algebra over a field k
and let M and N be simple finite-dimensional A-modules. Then

Ext1
A(M,N) 6= ∅ ⇐⇒ Ann(M) ∩ Z(A) = Ann(N) ∩ Z(A).

(The annihilators are left ideals.)
Note that Ann(M) and Ann(N) are maximal ideals since M and N are

simple. Hence the intersection is also a maximal ideal. Hence, putting m :=
Ann(M) ∩ Z(A) = Ann(N) ∩ Z(A), we can rephrase the equivalence as

Ext1
A(M,N) 6= ∅ ⇐⇒ m ∈ ram(A).

Proof. This is a reformulation of Müller’s theorem as stated in [BG02, Theorem
III.9.2] using [BG02, Lemma I.16.2].

If M is a simple left A-module then M ' A/Ann(M) as left A-modules.
In the case where M = A/m for some maximal ideal m, we see that, as left
ideals, m = Ann(M) = Ann(A/m). A module M is simple if and only if
M ' A/Ann(M), from which it follows that A/m is simple as left A-module.

In fact, for A a PI-algebra over a Jacobson ring B, B ⊆ Z(A), Theorem
13.10.4 in [MR87] implies that if M is a simple A-module, then Ann(M) is a
maximal ideal and M is finite-dimensional over B/(Ann(M) ∩B). In addition,
A satisfies the non-commutative Nullstellensatz.

Let ξ ∈XA(S) be an étale rational point on X, with S an artinian k-algebra.
Then

A/ ker ξ '
s∏
i=1

A/Mi =

s∏
i=1

ξ̄i,

and where ξi : A → A/Mi are the associated closed points (with underlying
points ξ̄i = A/Mi; recall that this are algebras). By the previous paragraph the
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ξi are simple. Therefore, Müller’s theorem can be rephrased in terms of rational
points as the equivalence

Ext1
A(A/Mi, A/Mj) 6= ∅ ⇐⇒ ker ξi ∩ Z(A) = ker ξj ∩ Z(A).

We will sometimes write Ext1
A(ξi, ξj) for Ext1

A(A/Mi, A/Mj). Observe that(
Ext1

A(ξi, ξj)ij
)

= Tρ = T{ξi}.

Despite the theorem, there is nothing saying that {ξ̄i} ⊂ ram(A) for all i in an
étale point. This certainly depends on ξ.

Conversely, for all closed points m in Spec(Z(A)), the fibre Ψ−1(m) (recall
that Ψ is algebraically the inclusion Z(A) ↪→ A) is an étale rational point.
Indeed, let m = M1M2 · · ·Ms be the decomposition of m in A. Then

A/m = A/M1 ×A/M2 × · · · ×A/M2

and so ξ : A → A/m is an étale A/m-rational point with underlying points
ξ̄i = A/Mi. Diagram (2.5) once again shows that Z(ξ̄i) = k(m) for all i.

Proposition 2.9. Let m ∈ azu(A). Then

Ext1
A(A/m, A/m) ' Ext1

Z(A)(k(m), k(m)).

In other words, the central simple algebra A/m have the same deformation
theory as Z(A) over azu(A). Since M = AmA is maximal in A, we have A/m =
A/M.

Proof. We will use the following change of base theorem for Ext1. Let R → S
be a ring morphism, MR a left R-module and MS a left S-module. Then

Ext1
S(MR ⊗R S,MS) ' Ext1

R(MR,MS).

Take R = Z(A), S = A, MR = Z(A)/m and MS = A/m. Then

Ext1
A(Z(A)/m⊗Z(A) A,A/m)

' // Ext1
Z(A)(Z(A)/m, A/m)

Ext1
A(A/m, A/m)

Representing Ext in terms of Hochschild cohomology we have

Ext1
A(M,N) ' Derk(A,Homk(M,N))/Ad,

where Ad is the group of inner derivations. Thus there is a surjection

Ext1
Z(A)(Z(A)/m, A/m)� Derk(Z(A),Homk(Z(A)/m, A/m))

with kernel Ad.
Now, any φ : Z(A)/m → A/m gives a morphism Z(A)/m → Z(A)/m by

restriction. Conversely, any ψ : Z(A)/m→ Z(A)/m certainly gives a morphism
Z(A)/m→ A/m by composing with the injection. Hence,

Homk(Z(A)/m, A/m) = Homk(Z(A)/m,Z(A)/m)
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and so

Derk(Z(A),Homk(Z(A)/m, A/m)) = Derk(Z(A),Homk(Z(A)/m,Z(A)/m))

= Derk(Z(A),Homk(k(m), k(m))),

which proves the proposition.

Theorem 2.10. Let ξ : A→ S be an étale S-rational point on XA.

(a) Suppose ker ξ ∩ Z(A) ⊂ smooth(A) ⊆ azu(A), where smooth(A) is the
smooth locus of Z(A). Then the deformations of {ξi} are unobstructed
and the versal family (“formal S-rational point”) is

ξ̂ = (ξ̂i) : A→
s⊕
i=1

Endk(ξi)⊗k k〈〈t1, t2, . . . , tn〉〉,

where

n = dimk(Ext1
A(ξi, ξi)) = dimk(Ext1

Z(A)(k(m), k(m))) = dimk(TmY ),

where TmY denotes the tangent space at m ∈ Y = Spec(Z(A)).
Observe that, since m ∈ smooth(A), the dimension of the Ext-spaces is
independent on the ξi.

(b) If A is prime, of finite global dimension (for instance, if A is Auslander-
regular) and finite as a module over its centre, then

sing(A) ∩ azu(A) = ∅.

Hence, the claims of (a) applies to all of azu(A) (and any singularities
must lie in ram(A)).

(c) Assume ker ξ∩Z(A) ⊂ ram(A). Then the versal family (“formal S-rational
point”) is

ξ̂ = (ξ̂i) : A→
(

Homk(ξi, ξj)⊗k Ĥij

)
,

where
Ĥii ' k〈〈t1, t2, . . . , tni〉〉

/
(f1, f2, . . . , fmi),

and
ni = dimk(Ext1

A(ξi, ξi)) and mi = dimk(Ext2
A(ξi, ξi)).

The elements off the diagonal are more complicated to express in general,
and are not algebras but ideals.
Note that, in the smooth part of the ramification locus, the deformations
are unobstructed (i.e., f1 = f2 = · · · = fmi = 0 for all i).

The case where ξ intersects both azu(A) and ram(A) clearly splits into two
disjoint cases.

Proof. The claim concerning the unobstructedness in (a) follows from propo-
sition 2.9 and the fact that smooth points deforms without obstruction. The
versal family is given a direct consequence of the definition of unobstructed
deformations of representations as given in section 2.2. Proposition 2.9 also im-
plies the claim concerning the dimensions. Part (b) follows from [BG02, Lemma
III.1.8]. The claims in (c) is also follows from the discussion in section 2.2.

The above gives a complete description of the O-rings in the case when A is
PI-algebra.
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3 Non-commutative Diophantine Geometry

3.1 Height functions
A height function on an algebraic variety X/k over a number field k (or function
field for that matter) is a function

HK : X/k(K) −→ R, k ⊆ K,

i.e., a function on (the coordinates of) K-rational points with values in R. We
will follow [HS00, Chapter B], for which we refer for more details. Put

R(X) :=
{
H : X(kalg)→ R

}
and call elements in this set height functions. If we were to take a more serious
and in-depth look at the subject, we should consider R(X) modulo bounded
functions. However the above is more than sufficient for our purpose here.

The fundamental example is the following. Let X be the n-dimensional
projective space Pn and let Σk be the set of valuations of k:

Σk = Σf
k ∪ Σ∞k ,

where Σf
k is the set of non-archimedean (finite) valuations and Σ∞k , the set

of archimedean (infinite) valuations. We denote the, to v ∈ Σk associated
normalized absolute value, || · ||v.

Let p = (p0 : p1 : · · · : pm) ∈ Pm(k) and define the (Weil) height of p to be

Hk(p) :=
∏
v∈Σk

max
{
||p0||v, ||p1||v, . . . , ||pm||v

}
,

and the logarithmic height as

hk(p) := logHk(p) = −
∑
v∈Σk

nv min
{
v(p0), v(p1), . . . , v(pm)

}
,

where nv = [kv/Qp] and v | p.
For k ⊆ K a finite extension, [HS00, Lemma B.2.1(c)] gives

HK(p) = Hk(p)[K/k]. (3.1)

The following is therefore a natural definition: we define a height sequence to
be a sequence {Hk | Q ⊆ k}, parametrized by the field extensions of Q, with
the different Hk coherent in the sense that (3.1) holds if k ⊆ K.

We also define the absolute height of p to be

H(p) := HK(p)
1

[K/Q]

where K is any field such that p ∈ Pm(K). This definition is independent on
K. Similarly we define the absolute logarithmic height to be

h(p) := logH(p) =
1

[K/Q]
hK(p).
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3.1.1 Height functions on Z(A)

Now let P(Z(A)) := P(Spec(Z(A))) be the projective closure of Spec(Z(A)):

Proj : Spec(Z(A)) ↪→ P(Z(A)).

As P(Z(A)) is a projective scheme there is a closed embedding

α : P(Z(A)) ↪→ Pm

for some m. Put ϕ := α ◦ Proj and let p ∈ Spec(Z(A))(K) be a K-rational
point. We then define the height of p relative to ϕ to be the function

Hϕ(p) := H(ϕ(p)),

where H is the absolute height function on Pm. We also define the logarithmic
height relative to ϕ as

hϕ(p) := h(ϕ(p)).

3.1.2 The (naïve) central heights

Let ξ ∈ XA(S) be an étale S-rational point with ker ξ = M1M2 · · ·M2. Put
mi := Mi ∩ Z(A), viewed as points in Spec(Z(A)).

We now make the following naïve definition.

Definition 3.1. Let ξ ∈XA(S) be an étale S-rational point. Then the central
height of ξ relative to ϕ is the vector

HZ
ϕ(ξ) :=

(
H
(
ϕ(m1)

)
, H
(
ϕ(m2)

)
, . . . ,H

(
ϕ(ms)

))
,

with its associated logarithmic counterpart

hZϕ(ξ) :=
(
h
(
ϕ(m1)

)
, h
(
ϕ(m2)

)
, . . . , h

(
ϕ(ms)

))
,

We denote by RZ(XA) the set of all central heights on XA. This set is clearly
parametrized by the embeddings α : P(Z(A)) ↪→ Pm.

In other words, if Ψ : XA → Spec(Z(A)) is the morphism defined by restric-
tion, we have

HZ
ϕ = Hϕ ◦Ψ = H ◦ ϕ ◦Ψ = H ◦ α ◦ Proj ◦Ψ,

where α, Proj and ϕ are defined above. In fact, since the projective closure is
canonical, this construction is only dependent on α. Hence, we write Hα for
Hϕ.

The following is a (slightly) non-commutative variant of Weil’s Height Ma-
chine (see [HS00, Chapter B]).

Theorem 3.1. Let A be a PI-algebra with centre Z(A).

(a) We have set-theoretic maps

Picva
Z (XA) // Pic(Spec(Z(A)))

~ // RZ(XA)

L
� // det

(
(Ψ∗L)|Spec(Z(A))

) � // HZ
α ,
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where α is the embedding α : P(Spec(Z(A))) ↪→ Pm, associated with
L via its determinant on Spec(Z(A)). The map ~ is the classical Weil
Height Machine.

(b) If L is not very ample, i.e., if det
(
(Ψ∗L)|Spec(Z(A))

)
is not very ample, we

can find two very ample L1 and L2 on P(Spec(Z(A))) such that

det
(
(Ψ∗L)|Spec(Z(A))

)
' L1 ⊗L−1

2 .

Therefore we can define HZ
α := HZ

α1
−HZ

α2
, giving

Pic(XA) // Pic(Spec(Z(A)))
~ // RZ(XA)

L
� // det

(
(φ∗L)|Spec(Z(A))

) � // HZ
α .

It is important to observe that (L1, α1) and (L2, α2) are not unique. How-
ever, the height functions HZ

α coming from different choices of (L1, α1) and
(L2, α2), differ “only” up to bounded functions (see for example [HS00, Theo-
rems B.3.2 and B.3.6]).

Proof. Everything, except the map ~, follow directly from construction. For the
construction of ~, see [HS00, Theorems B.3.2 and B.3.6]. That any invertible
sheaf on a projective scheme can be written as (a multiplicative) difference of two
very ample ones is well-known, but let’s spell out an argument nevertheless. The
twists OX(n) are very ample for all n and if L is an invertible sheaf, L⊗OX(n)
is very ample for n sufficiently large by [Har77, Theorem II.5.17 and Exercise
II.7.5(d)]. Hence L' L⊗ OX(n)⊗ OX(n)−1

Remark 3.1. It seems interesting to consider ramification heights, i.e., heights
associated with the ramification locus.

3.1.3 Representation heights

The above was perhaps the most naive and obvious notion of height possible
for PI-algebras. We will now construct a more “non-commutative version” that
works for all finitely generated algebras. For simplicity, we work with affine
algebras.

Let ξ ∈ XA(S) be an S-rational point. We will write out the construction
for non-étale points. The étale case will be obvious.

Put M := ker ξ, m := M ∩ Z(A) and K := Z(A/M). Note that A/M is a
finite-dimensional K-vector space as it is central simple over its centre (which
in turn is a finite extension of k). The point ξ thus defines a representation
ξ : A→ EndK(A/M) (via the projection A� A/M).

Let {x1, x2, . . . , xn} be a set of generators for A. Since A/M is simple as
K-algebra, there is, by Wedderburn’s theorem, a unique division algebra D with
Z(D) = K, such that A/M ' Matm(D), where m is also uniquely determined
by A/M. Hence we can view the ξ(xi) as matrices with entries in D. These
matrices are the coordinates of ξ.

Let v be a henselian R-valued valuation on K and Kv the completion of K
with respect to v. For any finite extension Kv ⊂ L the v extends uniquely to
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L. Therefore v extends uniquely to D ⊗K Kv (see [TW15, Thm. 1.4]) and we
have a morphism

β : A/M
'−→ Matm(D)→ Matm(D ⊗K Kv).

Denote by wD the to Dv := D ⊗K Kv uniquely extended valuation of v and
put Mi := β(ξ(xi)). Applying the D-valuation wD to all entries in Mi we get
matrices wD(Mi) ∈ Matm(R).

Definition 3.2. Put di := det(wD(Mi)). Then we define the logarithmic height
of ξ as.

hrepK (ξ) := −
∑
v∈ΣK

nv min{d1, d2, . . . , dmi}, nv := [D ⊗K Kv/k].

The corresponding absolute height is defined as Hrep
K (ξ) := exp(hrepK (ξ)).

3.1.4 Non-commutative heights

Let ξ ∈ XA(S) and decompose the kernel as ker ξ =
∏s
i Mi. Put, in addition,

mi := Mi ∩ Z(A).

P := Ψ−1(Ψ(ξ)) =
{

Ψ−1(mi)
∣∣ 1 ≤ i ≤ s

}
=
{
p1, p2, . . . , pr

}
, r ≥ s.

Notice that this set can include more points than the points in the decomposition
of ker ξ, depending on whether some of the mi ∈ ram(A) or not.

The set P defines a new étale point:

% = (%i) : A→
r∏
i=1

A/pi

with and underlying points %̄i. Put (TP)ij := Ext1
A(%i, %j) (cf. section 2.1).

The augmented tangent space graph ΓP = Γ1
P then measures the noncom-

mutativity of the point ξ. Put eij := dimk((TP)ij).
The adjacency matrix of ΓP is

MP :=


e11 e12 · · · e1r

e21 e22 · · · e2r

...
...

. . .
...

er1 er2 · · · err

 ,

encoding the ΓP in matrix form. Two graphs are isomorphic if their adjacency
matrices are conjugate (similar). Hence, up to conjugacy (similarity), the or-
dering of the points ξi (and thus the pi) is irrelevant. As a consequence, the set
Λ of eigenvalues is an invariant of ΓP and TP.

Recall that K = Z(A/M). We then make the following definition.

Definition 3.3. The non-commutative height of ξ is

Hnc
K (ξ) :=

∏
σ:K↪→Kal

max
{
||σ(λ1)||, ||σ(λ2)||, . . . , ||σ(λt)||

}
.
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The total height of ξ is the vector

Htot
K,α(ξ) :=

(
HZ
α(ξ), Hrep

K (ξ), Hnc
K (ξ)

)
∈ R2 × C.

Observe that this dependent on the embedding α : P(Z(A)) ↪→ Pn. According
to the Height Machine HZ

α(ξ) can be given in terms of a very ample sheaf on
the central scheme and a choice of α.

4 Arithmetic geometry of PI-algebras

4.1 Compactifying the base
Let k be a number field and o an order in k (i.e., o need not be integrally closed
in K; we will later assume this though). Assume that X is of finite type over o.

4.1.1 Compactification of orders

Most of what will follow in this subsection can be found in [Neu99, Chapter 3],
although we will frame it in terms of pseudo-divisors.

Let o be an order in a number field k and let Σ be the set of infinite primes,
i.e., the set of embeddings k ↪→ C. We compactify o as

ô := o× Σ.

Put Y := Spec(ô). Hence Σ = Y (C). We will sometimes use the notation
Y f := Spec(o) and Y∞ := Σ.

A finitely generated o-module M extends to a module over ô by extending
M to

MC = M ⊗Z C =
⊕
σ∈Σ

Mσ =
⊕
σ∈Σ

M ⊗o,σ C, Mσ = M ⊗o,σ C,

where M ⊗o,σ C of course means that we view C as an o-module via σ : o ↪→ C.
We put

M̂ := M ×MC.

Definition 4.1. Let Y = Spec(ô). Then an Arakelov–Cartier divisor on Y is a
pair of pseudo-divisors(

L̂, Ẑ, ŝ
)

:=
(
Lf ,L∞

)
:=
(

(L, Z, s), (LC, ZC, sC)
)
,

where ZC ⊆ Σ and sC a function LC → C×, non-vanishing on Σ \ ZC. If Ẑ and
ŝ are given or irrelevant we simply write L̂ for

(
L̂, Ẑ, ŝ

)
.

Notice that LC need not be the base change of L to C.
Let D be a Cartier divisor on Y f . Recall that a Cartier divisor on Y f can be

identified with the invertible ideals of o (i.e., the finitely generated o-modules
I ⊂ k such that there is another finitely generated I−1 ⊂ k with I ⊗ I−1 = o).

Then D determines an Arakelov–Cartier divisor
(
Lf ,L∞

)
with

Lf =
(
O(D), |D|, s

)
, and L∞ =

(
O(D)C,Σ, 1Σ

)
.
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To spell it out explicitly, let

D =
{

(Ui, fi) | 1 ≤ i ≤ m, fi ∈ k
}

be a Cartier divisor on Y . The support of D is

|D| =
{
p ∈ Spec(o) | fi /∈ o×p for some i

}
.

Then

O(D) = o · f−1
1 + o · f−1

2 + · · ·+ o · f−1
m , s =

m∏
i=1

fi

(we write s multiplicatively) and

O(D)C = O(D)⊗Z C =
∏
σ∈Σ

O(D)⊗o,σ C, with 1Σ(σ) = 1 ∈ C×, σ ∈ Σ.

Obviously, by Σ we mean all embeddings of k ↪→ C as before.

4.1.2 Compactification of algebras over arithmetic schemes

We compactify X/o to a scheme X̂/ô by adding the complex points of X:

X̂ := X̂/ô := X/o ×X∞, where X∞ :=
∏
σ∈Σ

X ×o,σ Spec(C).

We call X := X/o the finite part (we include the generic fibre in the finite part)
and X∞ the analytic (or infinite) part of X̂/ô.

Let A be a finitely generated algebra over X, with structure morphism f :
OX → A. We extend this to an analytic algebra as follows. Fix an embedding
σ : o ↪→ C. Put

OX ⊗o,σ C f⊗σC−−−−→ σ∗A := A⊗o,σ C

and ∏
σ∈Σ

(
OX ⊗o,σ C fσ−→ σ∗A

)
, fσ := f ⊗σ C.

We will normally work with one σ at a time for simplicity of notation. Finally
we put

Â := A×
∏
σ∈Σ

σ∗A.

We call Â the compactification of A over X̂.
Let M be a left A-module, finite over OX . We extend M to an Â-module by

M̂ := M×
∏
σ∈Σ

σ∗M, with σ∗M := M⊗o,σ C

Hence, σ∗M are sheaves over X∞ with an action by A and where o acts via σ.
The category of all Â-modules is denotedMod(Â) and is the product category

Mod(Â) := Mod(A)×
∏
σ∈Σ

Mod(σ∗A).

This meaning of this notation is hopefully clear.

30



Definition 4.2. We define X̂A as

X̂A := (Xf
A,X

∞
A ) := Mod(A)×

∏
σ∈Σ

Mod(σ∗A)

:= Mod(Â) =
(
Mod(Â), TZJ, Ô

)
.

Clearly, Ô decomposes as

Ô := Of × O∞ := O×
∏
σ∈Σ

σ∗O

and the same applies to the topology TZJ.

Do not confuse Ô (the object defined above) and Ô (the formal object coming
from deformation theory). The notation here is not optimal but I think it will
not cause too much headache for the reader.

Observe that there are properties of A that can be shown to hold over the
analytic part, that does not necessarily hold over the finite part due to the fact
that the base field is algebraically closed.

4.2 Divisors
For the sake of simplicity we express the next definition in terms of affine al-
gebras. Hence X = Spec(B) and A = A with B a finitely generated o-algebra
with generators {x1, x2, . . . , xs}, where o is an order in a number field k. We
also assume that A is a prime ring. This implies that Z(A) is a domain.

Since A is prime, Posner’s theorem implies that there is a central simple
algebra Q(A) in which A is a maximal order. In fact,

Q(A) = A⊗Z(A) Z(A)(0) = A⊗Z(A) k(Z(A)),

where Z(A)(0) denotes localisation at the generic point, and k(Z(A)) the field of
quotients (and these two are the same).

Choose generators {e1, e2, . . . , er} of A over Z(A), where r = rkZ(A). Let
LZ be an invertible subsheaf of k(Z(A)) and choose s families of global sections{

βi;k
∣∣ 1 ≤ i ≤ s

}r
k=1

of LZ. Choose a covering {Dj} of Z(A).
We introduce the following Z(A)-action, using LZ, on A:

(xi · ek)(Dj) := βi;k(Dj)ek, 1 ≤ i ≤ s, 1 ≤ k ≤ r.

Define an element

α(Dj) :=

r∑
i=1

αi(Dj)ei,

with the αi(Dj) sections of LZ over Dj . Put L := A · α · A. This defines an
invertible A-module over Z(A) (in the sense of section 2.5.1) and

L(Dj) = (A ·α ·A)(Dj) =

r⊕
i=1

A(Dj) · αi(Dj)ei ·A(Dj),
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where
A(Dj) := A⊗Z(A) Z(A)gj and Dj = Spec(Z(A)gj ).

We say that L ∈ PicZ(A)(A) as defined above is a line sheaf (resurrecting S.
Lang’s terminology) over A.

The support, |L|, of L is

|L| := XA/J,

with J the two-sided ideal sheaf

J(Dj) :=
{
A(Dj) · β−1

i;k (Dj) ·A(Dj)
∣∣ 1 ≤ i ≤ s, 1 ≤ k ≤ r

}
.

Observe that the above constructions are essentially obvious but it is helpful
to spell them out nevertheless.

Definition 4.3. Let the data above be given.

(i) A Cartier divisor on XA is a pair (L, sL), where L is a line sheaf on XA

and sL a global section of L, as constructed above.

(ii) An Arakelov–Cartier divisor on X̂A is a pair L̂ :=
(
Lf ,L∞

)
, where Lf ,

is a Cartier divisor on the finite part Xf
A and L∞ a Cartier divisor on the

analytic part X∞A .

(iii) The divisor (L̂, s
L̂

), where s
L̂

:= (sLf , sL∞), is effective if all β−1
i;k ∈ Z(A).

Let X f−→ Spec(o) be an arithmetic surface (i.e., X has relative dimension
one over o), then a vertical (or fibral) divisor D is a divisor included in a fibre
X ⊗o k(q), for q ∈ Spec(o). Equivalently, D is vertical if f(D) = {q}. In
addition, a divisor D ⊂ X such that f(D) = Spec(o) is called a horizontal divisor.
Equivalently, D is horizontal if it is the Zariski closure of a closed point on the
generic fibre of X.

In terms of affine algebras a prime divisor is a codimension-one prime p ⊂ B,
i.e., a prime such that dim(B/p) = 1. Hence, p is fibral if p = fa(q), for some
q ∈ Spec(o); p is horizontal if p = fa(o). Here fa is the to f associated algebraic
map.

Recall that dim(A) denotes the classical Krull dimension, i.e., the supremum
of all chains of 2-sided prime ideals in A. Hence, saying that a prime p has
codimension n means that dim(A/p) = n.

Let p ⊂ A be a 2-sided codimension-one prime in A, and put pZ := p∩Z(A)
with residue class field k(p) := k(pZ). Let % be the representation % : A →
Endk(p)(A/p). The versal family of % is

%̂ : A −→ Endk(p)(A/p)⊗k(p) ĤA/p,

where ĤA/p is the pro-representing hull of %. Recall that this is a local (non-
commutative) ring. Let mĤ be the maximal ideal. We define an order function
associated with p as

ordp(f) := min
{
n ∈ Z≥0

∣∣ ρ̂|Ĥ(f) ∈ mn
Ĥ

}
, f ∈ A,

extended to f/g ∈ Q(A) as usual by

ordp(f/g) := ordp(f)− ordp(g).
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Remark 4.1. When A is commutative, the above construction reduces to the
classical commutative situation. For instance, when A is commutative, we have
an isomorphism

ÔSpec(A),p ' ĤA/p

and so ordp-function reduces to the commutative order function.

Definition 4.4. Let X = Spec(A) → Spec(o) be an affine scheme over o and
let X(1)

A denote the set of 2-sided codimension-one primes in A.

(a) A Weil divisor on XA is a formal sum

D =
∑

P∈X(1)
A

nP · P, nP ∈ Z,

where all but finitely many nP are zero. The divisor is effective if all
nP ≥ 0. The primes P ∈ D such that nP 6= 0 are the prime divisors of D.
Extending the definition to the analytic part in the obvious way, we can
speak of Arakelov–Weil divisors.

(b) If Spec(Z(A)) is an arithmetic surface, a Weil divisor D on XA is vertical
(horizontal) if the intersection D ∩ Z(A) is a vertical (horizontal) Weil
divisor on Z(A).

(c) Let (L, sL) be a Cartier divisor on XA. Then the associated Weil divisor
is the formal sum

Weil(L) :=
∑

P∈X(1)
A

ordP(sL)P,

where denotes the set of (2-sided) codimension-one primes of A.

When viewing P as a prime ideal we write it as p, and vice versa.

Let ξ : A→ S be an étale S-rational point such that

ker ξ =

n∏
i=1

pnii , ni ≥ 1,

where at least one of the pi have codimension one. The underlying points are
ξ̄i = A/pi. Notice that, unless pi is maximal, ξ̄i is an open point. Then ξ defines
a Weil divisor

Dξ =
∑

pi∈ker ξ

niPi,

where Pi is the divisor corresponding to pi. Conversely, given a Weil divisor

D =
∑

P∈X(1)
A

nPP,

we can define an S-rational point:

ξD : A −→ S, with S =

s∏
i=1

A/pnii ,
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with pi once again corresponding to pi. Hence, Weil divisors are essentially étale
rational points where the underlying points are of codimension one. Observe
that the points can be non-reduced.

We can define linear equivalence by restricting to the centre. Put

D :=
∑

P∈X(1)
A

dP · P, and E :=
∑

P∈X(1)
A

eP · P, dP, eP ∈ Z.

The restriction to the centre gives

DZ :=
∑

P∈X(1)
A

dP · (P ∩ Z(A))

and similarly with E. If p has codimension one so does p ∩ Z(A) (follows from
the going up theorem [MR87, Theorem 8.14(ii)]), so the above defines a Weil
divisor on Z(A). We say that D and E is linearly equivalent, writing D ∼ E, if
DZ ∼ EZ.

The free abelian group of all divisors onXA, modulo those linearly equivalent
to the zero divisor, is the (first) Chow group, CH1(XA). This extends naturally
to the analytic part, allowing us to define CH1(XA) in the obvious way.

Using the linear equivalence of divisors, we can define the same notion for
Cartier divisors. Let (L, sL) and (K, sK) be two Cartier divisors on XA. We
then define (L, sL) and (K, sK) to be linearly equivalent if the associated Weil
divisors are. In this way we can define a group of Cartier divisors Cart(XA),
using the structure on CH1(XA). As above this extends to the analytic part
and we can introduce Cart(XA).

4.3 Intersection products
In this section we make a rudimentary attempt at defining an intersection theory
on XA. A more sophisticated method involving, among other things, the infinite
part (i.e., true Arakelov theory) should possibly be discussed at a later stage.

We will write intersection products on XA as �.
Let D and E be prime Weil divisors. If DZ, EZ ⊂ azu(A) we define the inter-

section product of D and E in XA as the étale rational point

D� E :=
(
ξ : A −→ A

A(DZ ∩ EZ)A

)
.

The intersection number is defined as

i(D, E) :=
∑

s∈DZ∩EZ

length

(
A⊗Z(A) OZ(A),s

A(DZ ∩ EZ)A

)
,

where

is(D, E) := length

(
A⊗Z(A) OZ(A),s

A(DZ ∩ EZ)A

)
is the local intersection number at s. This is well-defined since A ⊗Z(A) OZ(A),s

is an Azumaya algebra of finite rank over OZ(A),s and the set DZ ∩ EZ is finite.
Let’s look at the ramification locus and make the following definition.
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Definition 4.5. Suppose D and E are as above but such that DZ∩EZ ⊂ ram(A).
Assume first that the intersection is one point p and that

M := Ψ−1(p) := {m1,m2, . . . ,ms} (as ideals).

Then M defines an étale S-rational point

ξ : A→ S, where S =

s∏
i=1

A/mi.

We now define
D� E := ξ

and
ip(D, E) := dimk(p)

(
ÔM
/
ρ̂(ker ξ)

)
,

where
ρ̂ : A→ ÔM

is the versal family of M. Since ÔM is semi-local the algebra ÔM
/
ρ̂(ker ξ) is

finite-dimensional over k(p), this definition is well-defined.
The total intersection number is defined in the obvious way:

i(D, E) :=
∑

s∈DZ∩EZ

ip(D, E).

The definition extends naturally to the case in which DZ ∩ EZ ⊂ ram(A) is more
than one point.

Note that we assume here that the intersection happens on a finite fibre,
so that the ring Ô is defined. The same definition extends to the generic and
analytic fibre in the natural manner.

Remark 4.2. Clearly, since the above definitions involve deformation theory,
intersections are quite difficult to compute as defined above. However, I feel
that the above is the “correct” one in the present context. Also it should be said
that there are other, more general and abstract, versions of intersection theory
on non-commutative spaces (for instance [Jør00] in the case of non-commutative
surfaces). However, the definition of non-commutative spaces in those versions
are global, whereas the approach taken in this paper is fundamentally local. It
seems to me that the global approach is not particularly suited for applications
i arithmetic.

5 Examples of non-commutative arithmetic spaces

5.1 Non-commutative quotient spaces
Let X be a quasi-projective scheme and G a finite group acting on X. Since X
is quasi-projective and G finite, the quotient X/G exists as a quasi-projective
scheme.

The group G acts on the structure sheaf OX such that G · OX(U) ⊂ OX(U)
and so we can look at the OX -algebra A := OX〈G〉. This is the finite OX -algebra
defined as

A :=
⊕
τ∈G

OX · τ, τy = τ(y)τ, for all y ∈ OX .

35



The centre of A is
Z(A) = OGX

and A is finite as a module over Z(A) and hence a PI-algebra overX/G. Observe
that it is not a PI-algebra over X since OGX ⊂ OX .

It is a general fact that the simple A-modules are in one-to-one correspon-
dence with the set of orbits of X under G, in other words, the closed points on
X/G. Hence, in this way XA can be viewed as “non-commutative thickening”
of X/G.

Also, even if X is not quasi-projective, the quotient X/G exists as a Deligne–
Mumford stack. If G is not finite the quotient exists as an Artin (or algebraic)
stack. Normally, stack quotients are denoted [X/G].

In view of this, we denote the non-commutative space associated with A as[
[X/G]

]
:= XA

and call this the non-commutative quotient of X modulo G and X/G the coarse
space. Observe that this is commutative.

Remark 5.1. Let A be a noetherian prime ring which is finite over its centre.
Then A is homologically homogeneous (hom-hom, for short) if A has finite global
dimension and, for every pair M1,M2 ∈ Max(A) such that M1 ∩ Z(A) = M2 ∩
Z(A), the simple modules A/M1 and A/M2 have the same projective dimension.
Observe that this is a natural extension of regularity in the commutative sense.
It is known (see [SZ94, Thm. 5.6]) that hom-hom implies Auslander-regularity
(which we won’t define) and in the graded case, Artin–Schelter regularity (which
we won’t define either). If A includes a field it is also Cohen–Macaulay.

Now, a non-commutative crepant resolution of a commutative ring R is any
ring ∆ such that ∆ ' EndR(M) where M is a reflexive R-module. Let V be a
finite rank free o-module with a linear action of G. Then

R〈G〉 ' EndRG(Sym(V ))

is a non-commutative crepant resolution of RG. Therefore,
[
[X/G]

]
can be

viewed as a non-commutative desingularisation of RG.

We will now look a couple of quotient spaces and an example with an order
over an arithmetic surface.

5.2 The plane Z/3-quotient singularity
Recall that a point on a non-commutative space XA is a representation ρ :
A → End(M). The point is a closed étale point if ker ρ can be decomposed as
ker ρ = m1m2 · · ·ms such that all A/mi are simple algebras (i.e., that the mi
are maximal). If s = 1 we simply say closed point. The algebras A/mi are the
underlying points of ρ.

Let ζ be a primitive third root of unity and assume that Z[ζ] ⊆ o. We let
µ3 = 〈σ〉 act on ô[x, y] as

σ : x 7→ ζx, y 7→ ζ2y.

Put
Â := ô[x, y]〈µ3〉 =

ô[x, y]〈σ〉
(σx− ζxσ, σy − ζ2yσ, σ3 = 1)

.
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The centre Z(Â) is

Âµ3 = ô[x3, xy, y3] = ô[r, s, t]/(t3 − rs), r := x3, s := y3, t := xy,

and has a singularity at the origin across all fibres.
Let ρ : Â → Endô(M) be a point on X̂A. The point restricts to a point,

ρk(p), on each fibre for every p ∈ Spec(Â). Note, however, that Âk(p) degenerates
to k(p)[x, y, σ] if there are no non-trivial third roots of unity in k(p).

For simplicity of notation, let’s fix a prime p ∈ Spec(ô) such that k := k(p)

includes a non-trivial third root of unity. Accordingly, we write A instead Â.
Note that p need not be a finite prime.

Now, let p := (x − a, y − b) be a k-point on Spec(k[x, y]). The orbit of p
under µ3 is the k-scheme

Spec

(
k[x, y]

(x− a, y − b)
× k[x, y]

(x− ζa, y − ζ2b)
× k[x, y]

(x− ζ2a, y − ζb)

)
.

This corresponds to the A-module

ρ : A→ Endk(M(a,b)), M(a,b) := ke1 ⊕ ke2 ⊕ ke3,

with actions

ρ(x) =

a 0 0
0 ζ−1a 0
0 0 ζ−2a

 , ρ(y) =

b 0 0
0 ζ−2b 0
0 0 ζ−1b

 , ρ(σ) =

0 0 1
1 0 0
0 1 0


The kernel of ρ is generated by m := (x3 − a, y3 − b, σ3 − 1). If ab 6= 0 the
algebra A/m is a central simple algebra and so ρ defines a closed point. On the
other hand, if a = 0 (or b = 0) the A/m is not simple and so ρ is an open point.
The underlying closed points are (x3 − a, y, σ3 − 1) and (x, y3 − b, σ3 − 1).

Similary, we take N(u,v) := ke′1 ⊕ ke′2 ⊕ ke′3 with

ρ′(x) =

u 0 0
0 ζ−1u 0
0 0 ζ2u

 , ρ′(y) =

v 0 0
0 ζ−2v 0
0 0 ζ−1v


with ρ′(σ) = ρ(σ).

Put

δ(x) :=

x11 x12 x13

x21 x22 x23

x31 x32 x33

 δ(y) :=

y11 y12 y13

y21 y22 y23

y31 y32 y33


and

δ(σ) :=

s11 s12 s13

s21 s22 s23

s31 s32 s33


From the relation δ(σ3 − 1) = 0 follows

s11 = −s22 − s33

s12 = −s23 − s31

s13 = −s21 − s32

(5.1)
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Since x and y commutes we find that δ(xy − yx) = 0 leads to (after some
simplifications)

(b− v)x11 = (a− u)y11

(ζb− v)x12 = (ζ−1a− u)y12

(ζ−1b− v)x13 = (ζa− u)y13

(b− ζv)x21 = (a− ζ−1u)y21

ζ2(b− v)x22 = (a− u)y22

(b− ζ2v)x23 = (ζ2a− u)y23

(b− ζ−1v)x31 = (a− ζu)y31

(ζ2b− v)x32 = (a− ζ2u)y32

(b− v)x33 = ζ2(a− u)y33

(5.2)

Similarly, δ(σx− ζxσ) = 0 gives, (again after simplifications)

x11 = ζx22 − (a− u)s21

x31 = ζx12 − (a− ζu)(s22 + s33)

x32 = ζx13 − ζ(ζa− u)(s23 + s31)

x33 = ζx22 − (a− u)(s21 + s32)

x21 = ζ2x13 − (a− ζ2u)s23

x23 = ζ2x12 − ζ(a− ζu)s22

and, by symmetry, δ(σy − ζ2yσ) = 0,

y11 = ζy22 − (b− v)s21

y31 = ζy12 − (b− ζv)(s22 + s33)

y32 = ζy13 − ζ(ζb− v)(s23 + s31)

y33 = ζy22 − (b− v)(s21 + s32)

y21 = ζ2y13 − (b− ζ2v)s23

y23 = ζ2y12 − ζ(b− ζv)s22.

(5.3)

We find that we can chose x12, x13 and x22 as parameters from δ(x) and
s21, s22, s23, s31, s32 and s33 from δ(σ). For a generic point (u, v) = (a, b)
(which is (a3, b3, ab) in Spec(Z(A))), we can additionally choose x11 and y11 as
parameters.

Since σ only scrambles the entries in a matrix upon multiplication (from the
left and right), we easily see that the dimension of the inner derivations is 9.
Therefore, for a generic point (u, v) = (a, b) the dimension is two as it should
be.

However, for specific choices of points, the ext-dimensions are higher. These
are the open points defined above. In fact, the images of the coordinate axes
from A2 to Spec(Z(A)) is ram(A):

ram(A) = Spec(k[r, s, t]/(t3 − rs, s, t)) ∪ Spec(k[r, s, t]/(t3 − rs, r, t)).
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Indeed, put b = v = 0 and, say, u = ζa. Then u3 = a3 so both (a, 0) and
(ζa, 0) lie over the same point in Z(A). We see that the left-hand side of (5.2)
is zero. Also, in row 3, we find ζ(a − a)y13 = 0. This implies that y13 is a
free parameter. Similarly, it looks like y21 and y32 would also become free, but
from (5.3) both of these are expressible in terms of y13. Hence we gain one free
parameter and so

Ext1
A

(
M(a,0), N(ζa,0)

)
= k.

We easily see that there are 1-dimensional Ext’s between all three points above
(a3, 0). By symmetry we find that the same holds for the “y-axis” (0, b3).

It is quite easy to convince oneself that all deformations are unobstructed.
Put Mi := M(ζi−1a,0), i = 1, 2, 3. For pZ ∈ ram(A), we can view the fibre

φ−1(pZ) = {M1,M2,M3} as an étale point. Indeed, let pZ correspond to the
maximal ideal m. Then the extension of mZ to A splits into three maximal
ideals m1,m2,m3, corresponding to M,N,P , and so ρ : A→ Endk(A/mZ) is an
étale point with ker ρ = m1m2m3. The underlying points are then the simple
algebras A/mi.

We summarise the discussion with the following theorem.

Theorem 5.1. The non-commutative space
[
[A2

o/µ3]
]
is

[
[A2

o/µ3]
]

= (Mod(A),O),

where, for p ∈ azu(A), viewed as both a module and point,

Ôp = ÔA2
o/µ3,p ' Endk(p)⊗k Ĥp.

Over ram(A), we have the étale point M := {M1,M2,M3} and so

ĤM =

k〈〈t111, t
2
11〉〉, 〈t12〉 〈t13〉

〈t21〉 k〈〈t122, t
2
22〉〉 〈t23〉

〈t31〉 〈t33〉 k〈〈t133, t
2
33〉〉

 ,

and, with hopefully clear notation,

ÔM = Homk(M)⊗k ĤM.

The closed points of
[
[A2

o/µ3]
]
are stratified as[

[A2
o/µ3]

]
n

= (Mod•n,On), where n = 1, 3,

and [
[A2

o/µ3]
]
3

= azu(A), and
[
[A2

o/µ3]
]
1

= ram(A).

It is important to observe that the statements made in the theorem are
made fibre-by-fibre (anything else is meaningless since everything is trivial across
different characteristics). We have chosen not to make this explicit with an
awkward notation such as

[
[A2

o/µ3]
]
⊗ k(p) or something similar.
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Figure 1: Ramification situation for
[
[A2

o/µ3]
]
on a fibre.

5.2.1 Arithmetic geometry of
[
[A2

o/µ3]
]

Recall that an étale rational point on XA is an algebra morphism ξ : A → S
such that

A/ ker ξ =

s∏
i

A/mi,

is a direct product of prime algebras. If S is artinian this implies that the mi
are all maximal so the ξ̄i := A/mi are then simple algebras. These are the
underlying points of ξ.

Let DZ, EZ and FZ be the central divisors

DZ := {r = a3, s = t = 0}, EZ = {r = t = a3, s = 1},

and
FZ := {r = 1, s = t = b3}.

Observe that DZ ⊂ ram(A) but EZ, FZ ⊂ azu(A).
The intersection between EZ and F3 is EZ ∩ FZ = {r = s = t = 1} corre-

sponding to the ideal

m := (r − 1, s− 1, t− 1) ⊂ Z(A).

This gives the rational point

E� F =
(
ξ : A→ A/m =

A

(x3 − 1, y3 − 1)

)
which is a cental simple algebra (as it should since the intersection is in azu(A)).

The intersection DZ ∩ FZ is inside ram(A) and corresponds to the ideal

n := (r − 1, s, t) = (x3 − 1, y3, xy).
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This defines the étale rational point

D� F =
(
ξ : A −→

2∏
j=0

A

A(x− ζj , y)A

)
.

Observe that
σ(x− ζj)ζixσ ∈ A(x− ζj , y)A

for all i. This implies (taking i = −j) that σx − xσ = 0 in A/A(x − ζj , y)A,
implying that A/A(x − ζj , y)A is actually commutative. In fact, as is easily
seen, A/A(x− ζj , y)A = k. Therefore,

D� F =
(
ξ : A −→ k × k × k

)
.

We leave for the reader to compute the intersection numbers (which is not
quite so easy).

The module M(α,β), with α, β ∈ k′, defines a k′-rational point on
[
[A2

o/µ3]
]

via the structure morphism

ξ : A→ Endk′(M(α,β)).

In addition, let
ξZ : k[r, s, t]/(t3 − rs) −→ k′

be a k′-rational point on Spec(Z(A)). Then

ξ : A −→ A/ ker ρZ

is an étale (A/ ker ρZ)-rational point on
[
[A2

o/µ3]
]
. Note that A/ ker ρZ is a

k′-algebra.

Example 5.1. Let ξZ be the point corresponding to the ideal

ker ξZ := (r − ζ, s− 1, t− τ), τ3 = ζ.

Then k′ = k( 3
√
ζ). Note that ker ξZ ∈ azu(A)(k′) and the lift of ξZ to A is the

rational point

ξ : A→ A/ ker ξZ =
A

(x3 − ζ, y3 − 1)
.

This is a k′-central simple algebra.
Suppose now that ξZ is the point corresponding to the ideal

ker ξZ := (r − ζ, s, t) ∈ ram(A)(k′).

Then the lift of ξZ to A is

ξ : A→ A/ ker ξZ =
A

(x3 − ζ, y)
.

This defines an étale rational point with underlying points ξ̄i, the points corre-
sponding to the ideals over ker ξZ in A. Note that the residue ring of ξ is the
étale algebra Eξ = k′ × k′ × k′.
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Let us finally compute the non-commutative height of a point in ram(A).
The adjacency matrix is

E =

2 1 1
1 2 1
1 1 2


whose eigenvalues are {4, 1, 1}. Therefore Hnc

k′ (ξ) = 4.
Observe that Hnc

k′ (ξ) is only dependent on the local data ĤM. The other
coordinates in the height vector

Htot
k′,α(ξ) =

(
HZ
α(ξ), Hrep

k′ (ξ), Hnc
k′ (ξ)

)
are the entities directly related to the coordinates of the point ξ. Unfortunately
I don’t know how to compute this even in the simplest (non-trivial) case.

5.3 The non-commutative thickening Spec(Z)nc

Let d ≡ 2, 3 mod 4 and square-free. Put F := Q[
√
d] and oF its ring of integers.

The stated hypothesis on d ensures that oF = Z[
√
d], with discriminant δF = 4d.

We use the presentation oF = Z[x]/(x2 − d).
This gives a Z/2-cover φ : Spec(oF ) → Spec(Z), ramified over 2 and the

prime divisors of d. Since |Z/2| = 2, we see that the cover is wildly ramified
over 2 and tamely ramified for all other ramification points.

Put H := Z/2. The orbits of H on oF come in three types:

(i) The number of points in the orbit is two. This is the (completely) split
case.

(ii) The number of points in the orbit is one, without multiplicity. This is the
inert case.

(iii) The number of points in the orbit is one, with multiplicity. This is then
the ramified case.

Observe that “point” means closed point and that Spec(oF )
/
H = Spec(Z).

Accordingly, the corresponding oF 〈Γ〉-modules look very different. Let τ
denote the non-trivial element of H, thus acting as τ(a+ b

√
d) = a− b

√
d. We

look at the different cases in turn. Let p ∈ Spec(oF ) be a prime over p ∈ Spec(Z)
and put

A := oF 〈H〉 '
Z〈x, τ〉

(x2 − d, τx+ xτ, τ2 − 1)
.

5.3.1 The split case

Assume that p is split. Hence (p) = p+p− and the orbit of p+ (or p−, of course)
is orb(p) := {p+, p−}. Since the orbits are precisely the fibres of the covering
morphism φ, the orbit is completely determined by the underlying prime p and
we parametrize the orbits using the quotient Spec(Z).

The A-module corresponding to orb(p) is

M =
Fp[x]

(x− a)
e1 ⊕

Fp[x]

(x+ a)
e2,
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where x2 − d = (x− a)(x+ a) modulo p. In other words,

M = Fpe1 ⊕ Fpe2, with x 7→
(
a 0
0 −a

)
, τ 7→

(
0 1
1 0

)
.

This defines a simple A-module.
Any δ ∈ DerZ

(
A,EndFp(M)

)
must satisfy

δ(x2 − d) = δ(x2) = 0, δ(τx+ xτ) = 0 and δ(τ2 − 1) = δ(τ2) = 0.

The first relation leads to

δ(x2) =

(
x11 x12

x21 x22

)(
a 0
0 −a

)
+

(
a 0
0 −a

)(
x11 x12

x21 x22

)
=

(
2ax11 0

0 −2ax22

)
implying that x11 = x22 = 0 (since p 6= 2). The second equation gives

δ(τx+ xτ) =

(
2ad11 + x21 + x12 0

0 −2ad22 + x21 + x12

)
= 0,

where we have used that x11 = x22 = 0. Similarly,

δ(τ2) =

(
d12 + d21 d11 + d22

d11 + d22 d12 + d21

)
= 0,

implying that d22 = −d11 and d21 = −d12. We see that d11 can be expressed
in terms of x12 and x21 so d11 and d22 are determined when x12 and x21 are
fixed. Therefore, we can choose d12, x12 and x21 as free parameters. A small
computation shows that all derivations are inner, i.e., dimFp(Ad) = 3, and so
Ext1

A(M,M) = 0 in the completely split case. Observe that this is relative to
Z. Therefore, Ĥ = k and so

Ô{M} = Ĥ ⊗k Endk(M) = Endk(M).

This means that M , as an A-module, is rigid in the deformation-theoretic sense
which is certainly reasonable (one cannot “deform” prime numbers). This should
certainly apply to the inert case also. Let’s show explicitly that this is true.

5.3.2 The inert case

When p is inert, we have (p) = p ∈ Spec(oF ). This means that x2 − d is
irreducible modulo p. However, even though there is only one point in the
orbit, the corresponding module is 2-dimensional. The orbit is the fibre of φ so
the corresponding module is

M = oF ⊗Z k(p) = oF /(p) =
Z[x]/(x2 − d)

(p)
= Fp[x]/(x2 − d) = Fpe1 ⊕ Fpe2.

The action of x is given as

x · e1 = e2, and x · e2 = de1.

The action of τ is slightly trickier. Observe first that it cannot be the identity
since p is not ramified. However,M is a quadratic extension of Fp and τ reduces
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to the non-trivial extension of this extension so must be given by τ(e1) = e1

and τ(e2) = −e2 modulo p. On matrix form we thus have

x 7→
(

0 d
1 0

)
, and τ 7→

(
1 0
0 −1

)
.

This is a simple A-module. Notice that the matrix corresponding to x does not
have any eigenvectors over Fp (since x2 − d is irreducible) so x cannot preserve
any 1-dimensional subspace of M .

The same type of calculation as in the previous case shows that M is rigid
here also, i.e., Ext1

A(M,M) = 0 (implying that Ĥ = k), hence

Ô{M} = Endk(M)

in the inert case also.

5.4 The ramified case
Suppose now that p | d. Then

M3 := oF /(p) =
Z[x]/(x2 − d)

(p)
= Fp[x]/(x2) = Fpe1 ⊕ Fpe2,

with x · e1 = e2 and x · e2 = 0. The induced action of τ on M3 is τ(e1) = e1,
τ(e2) = e2. This is an indecomposable module, but not simple.

The composition series Fpe2 ⊂ Fpe1 ⊕ Fpe2 gives the two simple modules

M1 := Fpe2, M2 := (Fpe1 ⊕ Fpe2)/Fpe2 ' Fpe

where xe = 0. Observe that M1 ' M2. This should be interpreted as M3

including two isomorphic, but distinct, points (i.e., modules).
Let δ : A→ HomFp(M1,M2) = EndFp(M1) be a derivation. We find

δ(x2)e = δ(x)xe+ xδ(x)e = 0, δ(τ2)e = δ(τ)τe+ τδ(τ)e = 2dτe,

the first one following since xe = 0. Take θ ∈ EndFp(M1). Then,

(θx− xθ)e = 0, and (θτ − τθ)e = 0,

so dim(Ad) = 0. Consequently,

Ext1
A(M1,M2) = Ext1

A(M1,M1) =

{
k, if p 6= 2, and
k2, if p = 2.

Now, let δ : A → HomFp(M2,M3). Put δ(x)e = d1e1 + d2e2 and δ(τ)e =
t1e1 + t2e2. Then we find

δ(x2)e = d1e2, δ(τ2)e = 2t1e1 + 2t2e2.

We can thus choose d2 and t2 as free parameters if p 6= 2 and, additionally,
t2 as free when p = 2. Computing the inner derivations we find that these are
1-dimensional so

Ext1
A(M2,M3) =

{
k, if p 6= 2, and
k2, if p = 2.
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In the other direction, we can compute

Ext1
A(M3,M2) =

{
0, if p 6= 2, and
k2, if p = 2.

Finally, we compute Ext1
A(M3,M3).

We have

ρ(x) =

(
0 0
1 0

)
, and ρ(τ) =

(
1 0
0 1

)
.

For δ ∈ DerFp(A,EndFp(M3)), put

δ(x) =

(
x11 x12

x21 x22

)
, and δ(τ) =

(
s11 s12

s21 s22

)
.

From δ(x2) = 0, we find that x12 = 0, x22 = −x11 and x21 free; from δ(τ2) = 0
we get

2s11 = 2s12 = 2s21 = 2s22 = 0.

Assume first, that p 6= 2.
Then s11 = s12 = s21 = s22 = 0 and a general derivation can be written as

δ =

(
d11 0
d21 −d11

)
.

Therefore, an inner derivation comes from an element θ ∈ EndFp(M3) on the
form

θ =

(
θ11 0
θ21 −θ11

)
.

Computing θx− xθ we find that 2θ11 = 0, and so dim(Ad) = 1. Consequently,
Ext1

A(M3,M3) = Fp.
On the other hand, in the wildly ramified prime p = 2, we find dim(Ad) = 0,

implying that Ext1
A(M3,M3) = F2

2.
Since all fibres of Z→ A are central simple, A is Azumaya over Z(A) = Z.

5.4.1 The space
[
[Z[
√
d]
/

Γ]
]

Theorem 5.2. The space[
[Z[
√
d]
/

Γ]
]

=
(
Mod

(
Z[
√
d]
/

Γ
)
,O
)

is an Azumaya thickening of Z. If M/Fp is an unramified point

Ô{M} = EndFp(M).

In the tamely ramified case we have, with M := {M1,M2,M3},

ĤM =

Fp[[t11]] 〈t12〉 〈t13〉
〈t21〉 Fp[[t22]] 〈t23〉

0 0 Fp[[t33]]


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In the wildly ramified case (p = 2), we have

ĤM =


F2〈〈u1,u2〉〉
(u2

1, u
2
2)

〈t112, t
2
12〉 〈t113, t

2
13〉

〈t121, t
2
21〉

F2〈〈v1,v2〉〉
(v2

1 , v
2
2)

〈t123, t
2
23〉

0 0 F2〈〈w1,w2〉〉
(w2

1, w
2
2)


In both cases the versal family is

ÔM = HomFp(M)⊗Fp ĤM.

Proof. The only thing not proven in the discussion above are the obstructions
in the wild ramification points. We omit this computation.

5.5 Orders over a curve
Let Y := Spec(R), with R := ô[u, v]/(f(u, v)), be an arithmetic surface over ô
such that ζ = ζ3 ∈ o is a (primitive) third root of unity. Then

A :=
R〈x, y〉

(xy − ζyx, x3 − u, y3 − v)
=

ô[u, v]〈x, y〉
(f(u, v), xy − ζyx, x3 − u, y3 − v)

is an algebra over Y with central scheme Y = Spec(Z(A)) itself.
Let M ′ be the A-module M ′ := ke with actions

ue = αe, ve = βe, xe = ae, ye = be, α, β, a, b ∈ k.

Note that f(α, β) = 0. This is an A-module over the closed point (u−α, v−β),
α, β ∈ k = k(p), where p ∈ Spec(o).

We have
ue = αe, xe = ae =⇒ x3e = ue = αe

so a3 = α. Therefore, there are three possibilities for a, namely, a = 3
√
α,

a1 := ζ 3
√
α = ζa and a2 := ζ2 3

√
α = ζ2a. The same applies to v, y, β and b.

For M ′ to be an A-module we need to have that (xy − ζyx)e = 0:

(xy − ζyx)e = ab− ζab = (1− ζ)ab = 0,

hence ab = 0. Assume that b = 0, implying that β = 0.
Take two A-modules

M := ke, ue = αe, xe = ae

and
N := kf , uf = αf , xf = ζaf .

Let δ be a derivation δ : A→ Hom(M,N). Put δ(x)e := dxf , and, in addition
δ(u)e := duf . We have

δ(x3 − u)e =
(
δ(x)x2 + xδ(x)x+ x2δ(x)− δ(u)

)
e

= (a2dx + ζa2dx + ζ2a2dx − du)f

= (1 + ζ + ζ2)a2dxf − duf
= −duf .
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Since ζ is a third root of unity 1 + ζ + ζ2 = 0. Hence, du = 0 and dx can be
chosen to be a free parameter.

Also, putting δ(v) := dv and remembering that ue = αe and ve = 0,

δ(uv − vu)e =
(
δ(u)v + uδ(v)− δ(v)u− vδ(u)

)
e = 0.

Therefore, we can choose dv as a free parameter.
Furthermore, we need to have δ(xy − ζyx)e = 0 so

δ(xy − ζyx)e =
(
δ(x)y + xδ(y)− ζδ(y)x− ζyδ(x)

)
e = ζadyf − ζadyf = 0,

where dy := δ(y), can be chosen as a free parameter.
So far we have dx, dv and dy as free parameters.
Let θ ∈ Hom(M,N) with θe = tf . We directly see that dim(Ad) = 1 since

(θx− xθ)e = θxe− xθe = (t1a− ζt1a)f = (1− ζ)at1f .

Therefore,
Ext1

A(M,N) = k2.

On the other hand, choose N ′ as the module where x acts as xe = a2e. We
then get

δ(x3 − u)e =
(
δ(x)x2 + xδ(x)x+ x2δ(x)− δ(u)

)
e

= (a2dx + ζ2a2dx + ζ4a2dx − du)f

= (1 + ζ2 + ζ4)a2dxf − duf
= −duf ,

since ζ4 = ζ. Hence dx is still free and du = 0. We also, still, have that dv is
free. However,

δ(xy − ζyx)e =
(
δ(x)y + xδ(y)− ζδ(y)x− ζyδ(x)

)
e

= (a2dy − ζady)f

= ζ(ζ − 1)adyf .

Therefore, dy = 0. The inner derivations are clearly still 1-dimensional. This
means that

Ext1
A(M,N ′) = k.

Shifting the points cyclically we find that the diagram must look like the
depiction in figure 2.

We easily find that

Ext1
A(M,M) =

{
1, char(k) 6= 3

2, char(k) = 3.

The adjacency matrix becomes when char(k) 6= 3,

E =

1 2 1
1 1 2
2 1 1


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Figure 2: Tangent situation

and, when char(k) = 3,

E =

2 2 1
1 2 2
2 1 2


In the first case the characteristic polynomial is P (λ) = λ3−3λ2−3λ−4 and in
the second P (λ) = λ3− 6λ2− 6λ− 5. Hence, we find that the non-commutative
height is dependent on the characteristic of the ground field.

We leave for the reader to play around with rational points, divisors and
intersection theory and report back to the author when finished.
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